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Abstract. We show global well-posedness of the dynamic Φ4 model in the
plane. The model is a non-linear stochastic PDE that can only be interpreted
in a “renormalised” sense. Solutions take values in suitable weighted Besov
spaces of negative regularity.
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1. Introduction

The aim of this paper is to show global-in-time well-posedness for the stochastic
quantisation equation

(1.1)
{
∂tX = ∆X −X :3: + aX + ξ, on R+ × R2,
X(0, ·) = X0,

on the full space R2 and in the probabilistically strong sense. Here ξ denotes a
white noise over R×R2, a is a real parameter and X :3: denotes a renormalised cubic
power. This cubic power is sometimes referred to as a “Wick power” or “normally
ordered power”, and sometimes written in the suggestive form X3 − 3∞X, where
“∞” stands for a divergent constant that appears in the renormalisation procedure.
The initial condition X0 is assumed to take values in a certain Besov space of
negative regularity with weights.

Equation (1.1) describes the natural reversible dynamics for the Euclidean Φ4
2

quantum field theory. It is given by a Gibbs measure on S ′(R2) which is formally
proportional to

(1.2) exp
(
−
∫
R2

[
1
4X

:4: − a

2X
:2:
])

dν(X),

where ν is the law of a Gaussian free field. This measure was constructed and
investigated intensively in the seventies and eighties (see [GJ] and the references
therein). In 1981, Parisi and Wu [PW] proposed to construct solutions to (1.1) as a
means to obtain samples from (1.2) via an MCMC procedure. In this article, we
fully perform the construction of solutions to (1.1). In our companion article [MW],
we show that solutions of (1.1) on the two-dimensional torus arise as scaling limits
for the Glauber dynamics of a ferromagnetic Ising-Kac model near criticality.

Parisi and Wu’s article [PW] received a lot of attention over the years, and
the construction of solutions to “renormalised” SPDE has been a recurring theme
in the stochastic analysis literature. First results were due to Jona-Lasinio and
Mitter [JLM]. Using the Girsanov theorem, they constructed solutions to a modified
equation

∂tX = (−∆ + 1)−ε
(
∆X −X :3: + aX

)
+ (−∆ + 1)− ε2 ξ(1.3)

1



2 JEAN-CHRISTOPHE MOURRAT, HENDRIK WEBER

for 9
10 < ε < 1, on the two-dimensional torus. Note that (at least formally), this

equation also defines reversible dynamics with respect to the Φ4 measure (1.2).
In the early nineties, Albeverio and Röckner [AR] studied (1.1) using Dirichlet

forms. They could show that the Dirichlet form for (1.1) is closable, and thus
construct weak solutions to (1.1). Weak uniqueness for solutions on the torus was
shown in [RS2]. In [MR], Mikulevicius and Rozovskii developed an alternative
approach and constructed martingale solutions to (1.3) on the torus for any value of
ε ∈ [0, 1), and shown uniqueness in law for ε > 0. Uniqueness in law for solutions to
the original equation (1.1) on the full space remained open in all of these approaches.

A breakthrough result was obtained by da Prato and Debussche in [DPD]. They
considered (1.1) on the two-dimensional torus and showed short time existence
and uniqueness in the probabilistically strong sense, via a fixed point argument
in a suitable Besov space. Using the reversible measure (1.2), they also showed
non-explosion for almost every (with respect to this measure) initial datum.

Our argument builds on this result and extends the method developed in [DPD].
The strategy is similar in spirit to the one-dimensional construction performed in
[Iw]. Following [DPD], we first construct periodic solutions for a short time on a
torus of arbitrary size, using a fixed point argument. Deviating from [DPD], we
derive a priori estimates that are strong enough to imply non-explosion on the torus
for an arbitrary initial condition in a natural Besov space. We then show that, as the
torus grows larger, the family of solutions remains in a compact subset of a suitable
Besov space with polynomial weights. This implies the existence of solutions by
extracting a converging subsequence.

The proof of uniqueness comes with a twist. The nature of the equation does not
allow for a standard Gronwall argument in Besov spaces with polynomial weights.
Instead, we “unfold” the information of boundedness in such a space into a scale of
bounds in Besov spaces with (stretched) exponential weights. We then perform a
Gronwall-type argument using this infinite scale of bounds.

Recently, the three-dimensional version of (1.1) has received a lot of attention.
In [Ha], Hairer developed a theory of “regularity structures”. The construction of
solutions to the three dimensional version of (1.1) on the torus and for short times
was one of the key applications given in [Ha]. In [CC], Catellier and Chouk presented
another method to derive an equivalent result. Their argument is based on the
method of “modelled distributions” which was put forward by Gubinelli, Imkeller
and Perkowski in [GIP]. Yet another method to construct short time solutions to the
three-dimensional version of (1.1), using the renormalisation group, was proposed by
Kuppiainen in [Ku]. Four dimensional versions of (1.1) and (1.2) are not expected
to exist [Ai].

The problem addressed in all of these works is somewhat orthogonal to the
problem discussed in this article. More precisely, all of these works develop methods
to understand the behaviour of a large class of stochastic equations (including (1.1))
on small scales. These methods apply to nonlinear stochastic equations satisfying
a certain scaling property (called subcriticality in [Ha]) which permits to view
the solution of the nonlinear equation as a perturbation of a linearised stochastic
equation. It is not expected that a single general theory can give global in time
non-explosion results for all of these equations in finite or infinite volume; such
results will rather have to be obtained case by case. Yet, we hope that the present
article will serve as a first step towards proving global-in-time well-posedness for
the three-dimensional version of (1.1).

In [HL1] and in the forthcoming article [HL2], Hairer and Labbé obtain global
well-posedness for a parabolic Anderson model on all of R+ × Rd for d = 2, 3. This
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model is given by a renormalised version of the stochastic PDE

∂tu = ∆u+ u η ,(1.4)

where η is a white noise in space. To this end, they significantly extend the theory
of regularity structures to include weights, and they are able to replace some of the
L∞-type assumptions from [Ha] by a more general Lp structure. This part of their
work is similar in spirit to our treatment of Lp-based Besov spaces with weights
below. But their method differs from ours in an important way: Hairer and Labbé
can directly view (1.4) as a fixed point problem for an operator which is globally
Lipschitz continuous on some (complicated) space. Their result thus follows by a
Picard iteration. We do not expect that such an approach would work for (1.1),
due to the non-linearity. We are thus forced to adopt the more indirect strategy
described above.

However, our uniqueness argument (see Section 9) seems related to the method
employed in [HL2]. Indeed, once the necessary a priori estimates are established,
our argument reduces to a uniqueness statement for the heat equation with irregular
potential, very much akin to (1.4).

1.1. Statement of the main results. Let ξ be space-time white noise on R+×R2,
and let a ∈ R. We denote by Z be the solution of the stochastic heat equation

(1.5)
{
∂tZ = ∆Z + ξ, on R+ × R2,
Z(0, ·) = X0,

and denote by Z :2:, Z :3: its Wick powers. These Wick powers can, for example, be
defined by approximation. Let ρ be a mollifying kernel, i.e. a compactly supported,
non-negative smooth function from R× R2 to R with

∫
ρ = 1. For δ > 0, set

ρδ(t, x) = δ−4ρ
( t
δ2 ,

x

δ

)
.

Let Zδ be the solution of (1.5) with ξ replaced by the regularised noise ξδ = ξ ∗ ρδ.
There exist constants cδ, which diverge logarithmically as δ goes to zero, such that

Z2
δ − cδ Z3

δ − 3cδZδ

converge to non-trivial limits, which we denote by Z :2: and Z :3:. Such a construction
is given, for example, in [DPD, Ha]. Below, in Section 5 (see (5.42)) we give an
alternative, more direct construction of Z :2: and Z :3:. In particular, in Theorem 5.4
and Corollary 5.10, we show that for every initial condition X0 in a suitable weighted
Besov space, the Z :n: can be realised as random continuous (in time) functions
taking values in a weighed Besov space of negative regularity.

Motivated by [DPD], we then say that X solves the equation (1.1) if X = Y +Z,
where Y solves

(1.6)
{
∂tY = ∆Y + Ψ(Y,Z, Z :2:, Z :3:), on R+ × R2,
Y (0, ·) = 0,

with

(1.7) Ψ(Y,Z, Z(2), Z(3)) = −Y 3 − 3Y 2Z − 3Y Z(2) − Z(3) + a(Y + Z).

It turns out that Y is a continuous (in time) function taking values in a Besov
space of sufficient positive regularity. Hence, the non-linear terms in (1.7) can be
interpreted through multiplicative inequalities in these spaces. We interpret (1.6) in
the mild sense, i.e. we say that Y solves (1.6) if for every t > 0,

(1.8) Yt =
∫ t

0
e(t−s)∆ Ψ(Ys, Zs) ds,
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where Z = (Z,Z :2:, Z :3:). Our main result states that there exists exactly one
solution of (1.6) taking values in some weighted Besov space B̂β,σp,∞. In short, the
space B̂β,σp,∞ is defined analogously to the usual Besov space with regularity index β
and lower indices p,∞, except that the integration is taken against a weight of the
form (1 + |x|2)−σ/2 (see (4.3) for a precise definition).

Theorem 1.1 (Existence and uniqueness of solutions). Let β < 2, σ > 2, α > 0 be
sufficiently small and p <∞ be sufficiently large. Let X0 ∈ B̂−α,σ3p,∞ , Z be the solution
of (1.5), and Z :2:, Z :3: denote its Wick powers. With probability one, there exists a
unique Y ∈ C(R+, B̂β,σp/9,∞) solving (1.6).

Remark 1.2. As explained above, one of the key steps in the construction of solutions
on the full space is to show global-in-time existence and uniqueness for solutions
on the torus, for arbitrary initial condition in a natural Besov space of negative
regularity. This improves on the result from [DPD] where non-explosion is only
shown for almost every (with respect to the invariant measure) initial datum. This
result is stated in Theorem 6.1.

Remark 1.3. We expect that our method of proof can be modified to imply that
(‖Xt‖B−α,σ

p/9,∞
)t>0 is a tight family of random variables. By the Krylov-Bogolyubov

method, this would give a dynamic construction of a Φ4 measure formally given
by (1.2). (For some values of the parameter a, there are several Gibbs measures
formally given by (1.2), see [GJS].)

Remark 1.4. As in [Ha], our solution X could be obtained as the limit of an
approximation procedure with diverging constants: Let ξδ = ξ ?ρδ be the regularised
white noise defined above. For any δ > 0, let Xδ be the solution of the equation{

∂tXδ = ∆Xδ − (X3
δ − 3cδXδ) + aXδ + ξδ,

Xδ(0, ·) = X0.

Then the solutions Xδ converge to X as δ goes to zero. Such a result is fully
within the scope of the method presented here — indeed, essentially only some
δ-dependent bounds on Z and its Wick powers in Section 5 would have to be added
(see Remark 5.8 for a discussion). However, this analysis is not too different from
the calculations performed in [Ha], and in order to keep the length of the paper
within reason, we refrain from giving this construction.

Remark 1.5. As in [DPD], one could replace the term −X :3: by any Wick polynomial
of odd degree with negative leading coefficient.

1.2. Organisation of the paper. The first half of the paper is devoted to de-
veloping the necessary facts about the different scales of weighted Besov spaces.
Weighted Besov spaces have already been studied extensively, see in particular [ET,
Chapter 4], [Tr, Chapter 6] and references therein. Since the precise results that we
need are difficult to locate in the literature, and for the reader’s convenience, we have
chosen to make our paper essentially self-contained. In Section 2, we provide some
preliminary results about functions with compactly supported Fourier transform
and Gevrey classes. In Section 3, we develop all the necessary properties of the
weighted Besov spaces in the case of a stretched exponential weight. We conclude
the discussion of weighted Besov spaces in Section 4, by indicating how our results
change for different choices of weights.

The actual construction of solutions to (1.1) is performed in the remaining sections.
In Section 5, we recall some probabilistic preliminaries, and give a construction
of solutions to the stochastic heat equation (1.5) and its Wick powers in different
weighted Besov spaces. In Section 6, we show global-in-time well-posedness for (1.6)
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in the periodic case. As stated above, we use the strategy developed in [DPD] to
construct solutions for a short time, and then derive a priori bounds that are strong
enough to show non-explosion for every initial datum in a Besov space of periodic
distributions. In Section 7, we extend these a priori bounds to the more general
case of solutions on the plane. These bounds imply that solutions to (1.6) on tori of
diverging size remain in a compact subset of a weighted Besov space. In Section 8,
we show that any limiting point is a mild solution of (1.6). Uniqueness is shown in
Section 9.

Finally, some standard calculations for Gevrey functions are collected in Appen-
dix A for the reader’s convenience.

1.3. Notation. We denote by Supp f the support of the function f , by B(0, r) the
open Euclidean ball of radius r. For p ∈ [1,∞], we write Lp for the usual space
Lp(Rd, dx), whose norm we denote by ‖ · ‖Lp . The space of infinitely differentiable
functions with compact support is denoted by C∞c . For I = N or N ∪ {−1} and
q ∈ [1,∞], we let

‖(un)n∈I‖`q =
(∑
n∈I
|un|q

)1/q

,

with the usual understanding as a supremum when q =∞. We let

(1.9) `q =
{

(un)n∈I : ‖u‖`q <∞ and lim
n→∞

un = 0
}
.

(Note that this differs from the usual definition of the space `q only when q =∞;
our definition makes the space separable in every case.)

We denote by S the Schwartz space of smooth functions with rapid decay at
infinity, and we denote the dual space of Schwartz distributions by S ′. We write
Ff or f̂ for the Fourier transform of f , which is defined by

Ff(ζ) = f̂(ζ) =
∫
e−ix·ζf(x) dx

for f ∈ L1, and can be extended to any f ∈ S ′ by duality. We also write F−1f for
the inverse Fourier transform, which, for f ∈ L1, takes the form

F−1f(ζ) = 1
(2π)d

∫
eix·ζf(ζ) dζ.

Acknowledgements. HW was supported by an EPSRC First Grant.

2. Functions with compactly supported Fourier transform

The goal of this section is to show that a function that has a compactly supported
Fourier transform satisfies several regularity properties. For instance, for p > q,
the Lp norm of such a function is controlled by its Lq norm, with a constant that
depends only on the location of the support of the Fourier transform.

While such results are classical for usual Lp spaces, our subsequent analysis
requires that we extend these regularity results to weighted spaces.

Three scales of weights will be used in this paper: stretched exponential weights,
polynomial weights, and “flat” weights on finite cubes for periodic functions. We
could possibly have come up with a general framework that contains these three
scales as particular cases. However, we find it clearer to focus first on the case of
stretched exponential weights, which is the most delicate. We will then indicate
why the argument carries over with only notational change to the other cases.
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2.1. Gevrey classes. We begin with a brief reminder on Gevrey classes (see also
[Ro, Chapter 1]).

Definition 2.1. The Gevrey class of index θ > 1, denoted by Gθ, is the set of
infinitely differentiable functions f : Rd → R satisfying

for every compact K, there exists C <∞ such that for every n ∈ Nd,
supK |∂nf | 6 C |n|+1 (n!)θ,

where n! stands for n1! · · ·nd! and |n| = n1 + · · · + nd. We let Gθc be the set of
compactly supported functions in Gθ.

Gevrey classes interpolate between analytic functions (θ = 1) and C∞ functions.
They are stable under addition, multiplication and differentiation. (Stability under
multiplication is given by Proposition A.1 of the appendix; the other stability
properties are easier to check.) We have

Gθc = {0} ⇔ θ = 1.

In order to show that Gθc is non trivial for θ > 1 (following [Ro, Example 1.4.9]), we
can first show that for κ = 1/(θ − 1), the function

φ :
{

R → R
x 7→ exp (−x−κ) 1x>0

belongs to Gθ, and then observe that for any r > 0, the function

Φ :
{

Rd → R
x = (x1, . . . , xd) 7→

∏d
i=1 φ(r + xi)φ(r − xi)

belongs to Gθc . For a given compact K ⊆ Rd, one can then construct a function in
Gθc that is constant equal to 1 on K and vanishes outside of a given neighbourhood
of K. Indeed, it suffices to take the convolution of an indicator function with Φ (for
a suitable choice of r) and renormalise by ‖Φ‖L1 .

We will shortly introduce function spaces with weights that decay roughly as
e−|x|

δ (|x| → ∞) for some δ ∈ (0, 1). Functions in Gθc will help us counter-balance
the presence of these weights thanks to the following property (which we will in fact
use in the “reverse” direction, to construct functions with fast decay at infinity with
prescribed Fourier transform in Gθc ).

Proposition 2.2 (Decay of the Fourier transform). If f ∈ Gθc , then there exists
c > 0 and C <∞ such that

(2.1) |f̂(ζ)| 6 Ce−c|ζ|
1/θ
.

The proof is recalled in the appendix, see Proposition A.2.

2.2. Young and Bernstein inequalities. A key tool in the derivation of the
regularity results we alluded to is Young’s inequality. Our starting point is a version
thereof that allows for the presence of weights.

Definition 2.3. Let v, w : Rd → R+. We say that w is v-moderate if for every
x, y ∈ Rd,

(2.2) w(x+ y) 6 v(x)w(y).

Theorem 2.4 (Weighted Young inequality). Let w be v-moderate. For every
r, p, q ∈ [1,∞] satisfying

(2.3) 1
r

+ 1 = 1
p

+ 1
q
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and every measurable functions f, g : Rd → R,

‖(f ? g)w‖Lr 6 ‖f v‖Lp ‖g w‖Lq .

Proof. We observe that

|f ? g|(x)w(x) 6
∫
|f |(y)|g|(x− y)w(x) dy

(2.2)
6

∫
|f |(y)|g|(x− y)v(y)w(x− y) dy

6 [(|f |v) ? (|g|w)] (x).

The result then follows from the classical Young inequality, see e.g. [BCD, Lemma 1.4].
�

We let
|x|∗ =

√
1 + |x|2

be a smoothened version of the norm | · |. Naturally, | · |∗ is no longer a norm, but it
still satisfies the triangle inequality, since

|x+ y|2∗ 6 1 + |x|2 + |y|2 + 2|x| |y| 6 2 + |x|2 + |y|2 + 2|x|∗|y|∗ = (|x|∗ + |y|∗)2.

Definition 2.5. Throughout the paper,

(2.4) we fix δ ∈ (0, 1) and θ ∈ (1, 1/δ).

We define

(2.5) wµ(x) = e−µ|x|
δ
∗ (µ ∈ R),

and let Lpµ be the space Lp(Rd, wµ(x) dx). We denote by ( · , · )µ the scalar product
in L2

µ.

(Since δ is kept fixed throughout, we choose to leave the dependence on δ implicit
in the notation; the number θ will come into play shortly.) We impose from now on
that µ > 0. Note that

(2.6) wµ(x+ y)
wµ(y) = expµ

(
|y|δ∗ − |x+ y|δ∗

)
6 expµ

(
(|x+ y|∗ + |x|∗)δ − |x+ y|δ∗

)
6 expµ|x|δ∗,

since we assume δ < 1. Hence, the weight wµ is w−µ-moderate.

Lemma 2.6 (Scaling property). Let φ ∈ Gθc , φλ = φ(·/λ) and gλ = F−1φλ. For
every p ∈ [1,∞] and µ0 > 0, there exists C < ∞ such that uniformly over λ > 1
and µ 6 µ0,

‖gλ‖Lp−µ 6 Cλ
d/p′ ,

where p′ ∈ [1,∞] is the conjugate exponent of p, that is, 1/p+ 1/p′ = 1.

Proof. Since gλ = λdg1(λ·), the result is clear if p = ∞. Otherwise, a change of
scale gives

‖gλ‖pLp−µ = λd(p−1)
∫
|g1|p(x) eµ|x/λ|

δ
∗ dx.

By Proposition 2.2, the latter integral is bounded uniformly over µ 6 µ0 and
λ > 1. �

Remark 2.7. Similarly, for every γ > 0, we have ‖|λ · |γ gλ‖Lp−µ . λ
d/p′ .
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Lemma 2.8 (Bernstein’s lemma). Let B be a ball. For every µ0 > 0, k =
(k1, . . . , kd) ∈ Nd and p > q ∈ [1,+∞], there exists C < ∞ such that for every
µ 6 µ0 and λ > 1,

Supp f̂ ⊆ λB ⇒ ‖∂kf‖Lpµ 6 C λ
|k|+d( 1

q−
1
p ) ‖f‖Lq

µq/p
(|k| = k1 + · · ·+ kd).

Remark 2.9. Here and in the two lemmas below, we have not been precise concerning
the range of allowed functions f . We will only use the lemma for functions belonging
to the Schwartz space S of smooth functions with rapid decay at infinity, so we
will prove the result in this setting. It is straightforward to generalise the result
to Schwartz distributions (i.e. elements of S ′). This is not the most general class
one can think of, since there are functions in Lqµq/p that fail to be intepretable as
Schwartz distributions (due to a fast growth at infinity). The main issue then is
on the interpretation of f̂ when f ∈ Lqµq/p does not belong to S ′. We prefer to not
delve into this question (but note that if f ∈ Lqµq/p, then one can make sense of f̂
as an element of the dual of Gθc by Proposition 2.2).

Proof of Lemma 2.8. We show the result for finite p and q, the adaptation for the
remaining cases being transparent. Let φ ∈ Gθc be such that φ = 1 on B, and let
φλ = φ(·/λ). We observe that

f = F−1
(
f̂φλ

)
= gλ ? f,

where gλ = F−1φλ = λdg1(λ·). Writing g(k)
λ := (∂kg1)λ = λd(∂kg1)(λ·), we have

∂kf = λ|k| g
(k)
λ ? f.

By Theorem 2.4,

λ−|k|‖∂kf‖Lpµ = ‖(g(k)
λ ? f)w1/p

µ ‖Lp 6 ‖g
(k)
λ w

1/p
−µ ‖Lr ‖f w1/p

µ ‖Lq

= ‖g(k)
λ w

1/p
−µ ‖Lr ‖f‖Lq

µq/p
,

where r is such that

(2.7) 1 + 1
p

= 1
r

+ 1
q
.

Since ‖g(k)
λ w

1/p
−µ ‖Lr = ‖g(k)

λ ‖Lr−µr/p , the result follows by Lemma 2.6 and (2.7) once
we notice that g(k)

1 = ∂kg1 is the (inverse) Fourier transform of a function in Gθc . �

2.3. Effect of the heat flow. We now derive two results that quantify the regu-
larizing and continuity properties of the heat semi-group.

Lemma 2.10 (Smoothing of the heat flow). Let C be an annulus (i.e. a set of the
form {r 6 |x| 6 R} for some 0 < r < R) and µ0 > 0. There exists c > 0 and
C <∞ such that for every p ∈ [1,+∞], µ 6 µ0, t > 0 and λ > 1,

Supp f̂ ⊆ λC ⇒ ‖et∆f‖Lpµ 6 Ce
−ctλ2

‖f‖Lpµ .

Proof of Lemma 2.10. We show the result for finite p, the adaptation to p = ∞
being straightforward (and a classical result since the weights no longer matter in
this case). Let φ ∈ Gθc be such that φ = 1 on C and with support in an annulus, and
let φλ = φ(·/λ). We observe that

et∆f = F−1
(
f̂ φλ e

−t|·|2
)

= gλ,t ? f,
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where

gλ,t(x) = 1
(2π)d

∫
eix·ζφλ(ζ) e−t|ζ|

2
dζ

= λd

(2π)d

∫
eiλx·ζφ(ζ) e−t|λζ|

2
dζ.

Let us write

gλ,t(x) =
∫
eix·ζφ(ζ) e−t|λζ|

2
dζ,

so that gλ,t(x) = (2π)−dλd gλ,t(λx). By Proposition A.3 of the appendix,

|gλ,t(x)| 6 Ce−cλ
2t−c|x|1/θ .

By Theorem 2.4,

‖et∆f‖Lpµ = ‖(gλ,t ? f)w1/p
µ ‖Lp 6 ‖gλ,tw

1/p
−µ ‖L1‖f‖Lpµ ,

and moreover,

‖gλ,tw1/p
−µ ‖L1 6 Ce−cλ

2tλd
∫
e−c|λx|

1/θ
eµ|x|

δ
∗/p dx

6 Ce−cλ
2t

∫
e−c|x|

1/θ
eµ|x/λ|

δ
∗/p dx

(λ>1)
6 Ce−cλ

2t

∫
e−c|x|

1/θ
eµ|x|

δ
∗/p dx.

The integral is bounded uniformly over µ 6 µ0, so the result is proved. �

Lemma 2.11 (time regularity of the heat flow). Let B be a ball and µ0 > 0. There
exists C <∞ such that for every p ∈ [1,+∞], µ 6 µ0, t > 0 and λ > 1,

Supp f̂ ⊆ λB ⇒ ‖(1− et∆)f‖Lpµ 6 C(tλ2 ∧ 1) ‖f‖Lpµ .

Proof. Lemma 2.10 makes it clear that showing

(2.8) ‖(1− et∆)f‖Lpµ 6 Ctλ
2 ‖f‖Lpµ

is sufficient. Let φ ∈ Gθc be such that φ = 1 on B. As before, we can write

(1− et∆)f = gλ,t ? f,

but this time with

gλ,t(x) = λd

(2π)d

∫
eiλx·ζφ(ζ)(1− e−t|λζ|

2
) dζ,

which we can in turn decompose as gλ,t(x) = (2π)−dλd gλ,t(λx) for

gλ,t(x) =
∫
eix·ζφ(ζ)(1− e−t|λζ|

2
) dζ.

A minor variation of the proof of Proposition A.3 shows that

|gλ,t(x)| 6 Ctλ2e−c|x|
1/θ
,

from which (2.8) follows as in the proof of Lemma 2.10. �
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3. Weighted Besov spaces

We now introduce weighted Besov spaces, and use the results of the preceding
section to deduce several important properties of these spaces. We will study how
they relate to each other via continuous (or compact) embeddings and interpolations,
their duality properties, the smoothing effect of the heat flow. Besides, a fundamental
feature of Besov spaces for our purpose is their multiplicative structure: one can
extend the multiplication (f, g)→ fg to a continuous map on suitable Besov spaces.
In large measure, our results parallel those for unweighted Besov spaces (and our
arguments are inspired by those of [BCD, Chapter 2]), although the proofs often
become more subtle.

3.1. Definition, continuous embeddings and interpolation. For future refer-
ence, let us define the annulus
(3.1) C? = B(0, 8/3) \B(0, 3/4).
It is straightforward to adapt the proof of [BCD, Proposition 2.10] (using Propo-
sition A.1) to show that there exist χ̃, χ ∈ Gθc taking values in [0, 1] and such
that
(3.2) Supp χ̃ ⊆ B(0, 4/3),

(3.3) Supp χ ⊆ C?,

(3.4) ∀ζ ∈ Rd, χ̃(ζ) +
+∞∑
k=0

χ(ζ/2k) = 1.

We use this dyadic partition of unity to decompose any function f ∈ C∞c as a sum
of functions with localized spectrum. More precisely, we let
(3.5) χ−1 = χ̃, χk = χ(·/2k) (k > 0),
and for k > −1 integer,

δkf = F−1
(
χk f̂

)
, Skf =

∑
j<k

δjf

(where the sum runs over j > −1), so that at least formally, Skf → f as k tends to
infinity. For any α ∈ R, µ > 0, p, q ∈ [1,+∞] and f ∈ C∞c , we define

‖f‖Bα,µp,q
:=
[ ∞∑
k=−1

(
2αk‖δkf‖Lpµ

)q] 1
q

=
∥∥∥∥(2αk‖δkf‖Lpµ

)
k>−1

∥∥∥∥
`q
,

with the usual interpretation as a supremum for q = ∞. The Besov space Bα,µp,q
consists of the completion of C∞c with respect to this norm. We denote by Bα,0p,q the
space obtained in the same way but with Lpµ replaced by the “flat” space Lp.

Remark 3.1. We depart from the habit of defining Bα,µp,q as the space of distributions
for which ‖f‖Bα,µp,q

is finite. Our definition coincides with the usual one as soon as
both p and q are finite, but yields a strictly smaller space when at least one of
these indices is ∞. There are several advantages to this different definition. First,
it slightly simplifies the proofs of some estimates, by letting us show the estimate
for functions in C∞c and then using a density argument. It also ensures that the
Besov spaces are separable, which has a number of advantages when considering
probability measures thereon. But perhaps the most important reason is related
to the presence of weights. As was already alluded to in Remark 2.9, there is no
canonical embedding of Bα,µp,q into the space S ′ of Schwartz distributions, because
elements of Bα,µp,q are allowed to grow too fast at infinity. On the other hand, one
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can check that elements of Bα,µp,q define linear forms on C∞c . Yet, our definition
of ‖f‖Bα,µp,q

does not make sense as it stands for general linear forms on C∞c . We
believe that it is possible to overcome this problem by making use of results such as
Proposition 2.2, and carry this construction on a less standard space of distributions
(we think of the dual of the space of functions whose Fourier transform belongs to
Gθc , with a suitable topology). However, we find our approach technically simpler.

In the definition, we are using implicitly the fact that ‖f‖Bα,µp,q
is finite for every

f ∈ C∞c ; this can easily be checked. Before doing so, we introduce the notation
(3.6) ηk = F−1(χk), η = η0,

so that for k > 0, ηk = 2kdη(2k·).

Lemma 3.2. Let α ∈ R and p, q ∈ [1,∞]. If f ∈ C∞c , then ‖f‖Bα,µp,q
is finite.

Proof. Observe that for k > 0,

δkf(x) = 2kd
∫
f(y)η(2k(x− y)) dy.

The Fourier transform of η vanishes in a neighbourhood of the origin. Hence, for
every positive integer n, the function η̃n := (−∆)−nη is well-defined and in L1, and
moreover,

(3.7) δkf(x) = 2k(d−2n)
∫

(−∆)nf(y) η̃n(2k(x− y)) dy.

By the (unweighted) Young inequality,

(3.8) ‖δkf‖Lp . 2k(d−1−2n)‖(−∆)nf‖Lp .
In particular, for any given α ∈ R, the sequence (‖δkf‖Lp)k∈N decays faster than
2−αk as k tends to infinity. �

Remark 3.3. If α1 6 α2, then uniformly over µ, p, q,
(3.9) ‖f‖Bα1,µ

p,q
. ‖f‖Bα2,µ

p,q
,

where here and throughout, we understand that the inequality above holds for every
f ∈ Bα2,µ

p,q . Indeed, this is clear if f ∈ C∞c , and then we argue by density. Similarly,
if q1 > q2, then
(3.10) ‖f‖Bα,µp,q1

6 ‖f‖Bα,µp,q2
,

while if p1 6 p2, then thee exists C <∞ such that uniformly over α, µ 6= 0 and q,

(3.11) ‖f‖Bα,µp1,q
6 Cµ−

d
δ

(
1
p1
− 1
p2

)
‖f‖Bα,µp2,q

.

Remark 3.4. Since

(3.12) ‖δkf‖Lpµ 6
‖f‖Bα,µp,q

2αk ,

it follows that for every β < α,

‖f‖Bβ,µp,1 =
+∞∑
k=−1

2βk‖δkf‖Lpµ 6
2(α−β)

1− 2−(α−β) ‖f‖Bα,µp,q
.

Hence, for every q, q′ ∈ [1,∞], we have ‖f‖Bβ,µ
p,q′
. ‖f‖Bα,µp,q

uniformly over µ.

Remark 3.5. The space B0,µ
p,1 is continuously embedded in Lpµ. Indeed,

‖f‖Lpµ 6
+∞∑
k=−1

‖δkf‖Lpµ = ‖f‖B0,µ
p,1
.
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Remark 3.6. Conversely, Lpµ is continuously embedded in B0,µ
p,∞. Indeed, by Theo-

rem 2.4,
‖f‖B0,µ

p,∞
= sup
k>−1

‖δkf‖Lpµ 6 sup
k>−1

‖ηk‖L1
−µ
‖f‖Lpµ ,

with sup ‖ηk‖L1
−µ

<∞ by Lemma 2.6. Moreover, for each given µ0, the inequality
holds uniformly over µ 6 µ0.

We also have

Proposition 3.7 (Besov embedding). Let α 6 β ∈ R and p > r ∈ [1,∞] be such
that

β = α+ d

(
1
r
− 1
p

)
,

and let µ0 > 0. There exists C <∞ such that for every q ∈ [1,∞] and µ 6 µ0,
‖f‖Bα,µp,q

6 C‖f‖Bβ,µr/pr,q
.

Proof. It suffices to show the result for f ∈ C∞c . By Lemma 2.8,

‖δkf‖Lpµ . 2kd(
1
r−

1
p ) ‖δkf‖Lr

µr/p
,

from which the result follows. �

Another notable consequence of Bernstein’s lemma is the following.

Proposition 3.8 (Effect of derivatives). Let α ∈ R, k = (k1, . . . , kd) ∈ Nd, p, q ∈
[1,∞] and µ0 > 0. There exists C <∞ such that for every µ 6 µ0,
(3.13) ‖∂kf‖Bα−|k|,µp,q

6 C‖f‖Bα,µp,q
(|k| = k1 + · · ·+ kd).

Remark 3.9. We have not given a meaning to ∂kf for a general f ∈ Bα,µp,q . But
once (3.13) is established for arbitrary f ∈ C∞c , we can define ∂kf ∈ Bα−|k|,µp,q for
any f ∈ Bα,µp,q by means of an approximating sequence in C∞c , and (3.13) is then
automatically satisfied for every f ∈ Bα,µp,q .

Proof of Proposition 3.8. As for Proposition 3.7, the result is a direct consequence
of Lemma 2.8, since the latter ensures that

‖δl(∂kf)‖Lpµ = ‖∂k(δlf)‖Lpµ . 2l|k|‖δlf‖Lpµ .
�

We now turn to interpolation inequalities between Besov spaces.

Proposition 3.10 (Interpolation inequalities). Let α0, α1 ∈ R, p0, q0, p1, q1 ∈ [1,∞]
and ν ∈ [0, 1]. Defining α = (1− ν)α0 + να1 and p, q ∈ [1,∞] such that

1
p

= 1− ν
p0

+ ν

p1
and 1

q
= 1− ν

q0
+ ν

q1
,

we have
‖f‖Bα,µp,q

6 ‖f‖1−νBα0,µ
p0,q0
‖f‖νBα1,µ

p1,q1
.

Proof. We provide a brief proof for the reader’s convenience. Recall that we denote
by ( · , · )µ the scalar product in L2

µ. We observe that for f ∈ C∞c ,

‖f‖Bα,µp,q
= lim
N→∞

sup
N∑

k=−1
2αk (δkf, gk)µ uk
‖gk‖Lp′ ‖u‖`q′

,

where p′ and q′ are the conjugate exponents of p and q respectively, and the
supremum is taken over all sequences u and all simple functions g−1, . . . , gN (i.e.
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measurable functions that take a finite number of different values). For a complex
number z with Re(z) ∈ [0, 1], we define

gk,z = |gk|p
[

1−z
p0

+ z
p1

]
gk
|gk|

,

where we understand the right-hand side as being 0 on the set {gk = 0}. Similarly,
we let uz be the sequence defined by

uz,k = |uk|q
[

1−z
q0

+ z
q1

]
uk
|uk|

,

and

ψ(z) =
N∑

k=−1
2k[(1−z)α0+zα1] (δkf, gk,z)µ uz,k

‖gk‖Lp′ ‖u‖`q′
.

The function ψ is holomorphic and bounded on {Re(z) ∈ [0, 1]}, so by the three-lines
lemma (see e.g. [RS, Appendix to IX.4]),

ψ(ν) 6 sup
Re(z)=0

|ψ(z)|1−ν sup
Re(z)=1

|ψ(z)|ν ,

and the result follows by checking that

sup
Re(z)=0

|ψ(z)| 6
∥∥∥∥(2α0k‖δkf‖Lp0

µ

)
−16k6N

∥∥∥∥
`q0

and the similar inequality on Re(z) = 1. �

3.2. Effect of the heat flow. The smoothing effect of the heat flow, as measured
in Besov spaces, takes the following form.

Proposition 3.11 (Smoothing of the heat flow in Besov spaces). Let α > β ∈ R,
µ0 > 0 and p, q ∈ [1,∞]. There exists C <∞ such that uniformly over µ 6 µ0 and
t > 0,

‖et∆f‖Bα,µp,q
6 C t

β−α
2 ‖f‖Bβ,µp,q .

Proof. Since ∆ acts by multiplication in Fourier space, we have δk
(
et∆f

)
=

et∆ (δkf). By Lemma 2.10,

‖et∆ (δkf) ‖Lpµ . e
−ct22k

‖δkf‖Lpµ ,
so

2αk‖δk
(
et∆f

)
‖Lpµ . t

β−α
2

[
(t22k)

α−β
2 e−ct2

2k
]

2βk‖δkf‖Lpµ .
The term between square brackets is bounded uniformly over t and k. Taking the
`q norm of both sides of the inequality, we get the result. �

Proposition 3.12 (Time regularity of the heat flow in Besov spaces). Let α 6 β ∈ R
be such that β − α 6 2, µ0 > 0 and p, q ∈ [1,∞]. There exists C < ∞ such that
uniformly over µ 6 µ0 and t > 0,

‖(1− et∆)f‖Bα,µp,q
6 Ct

β−α
2 ‖f‖Bβ,µp,q .

Proof. By Lemma 2.11,
2αk‖δk

((
1− et∆

)
f
)
‖Lpµ . 2αk

(
t22k ∧ 1

)
‖δkf‖Lpµ

. t
β−α

2

[(
t22k)α−β2

(
t22k ∧ 1

)]
2βk‖δkf‖Lpµ .

The result follows since the term between square brackets is bounded uniformly over
t and k. �
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Remark 3.13. By the same reasoning, we obtain that if f ∈ Bα,µp,q , then t 7→ et∆f
is continuous in Bα,µp,q . Indeed, it suffices to check the continuity at time 0. By
Lemma 2.11, uniformly over k,

‖δk
((

1− et∆
)
f
)
‖Lpµ . ‖δkf‖Lpµ ,

and for every k, the left-hand side above tends to 0 as t tends to 0. If f ∈ Bα,µp,q ,
then this ensures that∥∥(1− et∆)f

∥∥
Bα,µp,q

=
∥∥∥∥(2αk

∥∥δk ((1− et∆) f)∥∥Lpµ)k>−1

∥∥∥∥
`q
−−−−→
k→∞

0,

since 2αk‖δkf‖Lpµ −−−−→k→∞
0 even when q =∞, see (1.9) and Remark 3.1.

3.3. Multiplicative structure. The following lemma provides a convenient way to
check whether a function belongs to a Besov space. We refer to [BCD, Lemma 2.69]
for a proof (which is an application of Young’s inequality).

Lemma 3.14 (Series criterion I). Let α ∈ R, p, q ∈ [1,∞] and let C be an annulus.
There exists C <∞ such that the following holds uniformly over µ. If (fk)k∈N is a
sequence of functions in S such that

Supp f̂k ⊆ 2kC and
(

2αk‖fk‖Lpµ
)
k∈N
∈ `q,

then

f :=
+∞∑
k=0

fk ∈ Bα,µp,q and ‖f‖Bα,µp,q
6 C

∥∥∥∥(2αk‖fk‖Lpµ
)
k∈N

∥∥∥∥
`q
.

Remark 3.15. Let η′ ∈ Gθc be supported in an annulus, and η′k = 2kdη′(2k·). By the
same reasoning, for every α ∈ R and p, q ∈ [1,∞], there exists C <∞ such that∥∥∥∥(2αk‖η′k ? f‖Lpµ

)
k∈N

∥∥∥∥
`q
6 C‖f‖Bα,µp,q

.

In particular, up to an equivalence of norms, the definition of Besov spaces does not
depend on the choice of the functions χ̃ and χ.

If the support of the Fourier transforms are only localized in balls instead of
annuli, we get the same result provided that α > 0 (see [BCD, Lemma 2.84]).

Lemma 3.16 (Series criterion II). Let α > 0, p, q ∈ [1,∞] and let B be a ball.
There exists C <∞ such that the following holds uniformly over µ. If (fk)k∈N is a
sequence of functions in S such that

Supp f̂k ⊆ 2kB and
(

2αk‖fk‖Lpµ
)
k∈N
∈ `q,

then

f :=
+∞∑
k=0

fk ∈ Bα,µp,q and ‖f‖Bα,µp,q
6 C

∥∥∥∥(2αk‖fk‖Lpµ
)
k∈N

∥∥∥∥
`q
.

For f, g ∈ C∞c , we introduce the paraproduct

f 4 g =
∑
j<k−1

δjf δkg =
∑
k

Sk−1f δkg,

and the product remainder (or resonant term)

f � g =
∑
|j−k|61

δjf δkg,

and we write f 5 g = g 4 f . We have the Bony decomposition
(3.14) fg = f 4 g + f � g + f 5 g.
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The goal is to extend the notion of the product fg to elements f and g of suitable
Besov spaces, by showing that each of the terms in this decomposition has a natural
extension. Here are the key estimates.

Theorem 3.17 (Paraproduct estimates). (1) Let α, α1, α2 ∈ R and p, p1, p2, q ∈
[1,∞] be such that

α1 6= 0, α = (α1 ∧ 0) + α2 and 1
p

= 1
p1

+ 1
p2
,

where we write α1 ∧ 0 = min(α1, 0). The mapping (f, g) 7→ f 4 g (defined for
f, g ∈ C∞c ) can be extended to a continuous bilinear map from Bα1,µ

p1,∞ × B
α2,µ
p2,q to

Bα,µp,q , Moreover, there exists C <∞ such that uniformly over µ,
(3.15) ‖f 4 g‖Bα,µp,q

6 C ‖f‖Bα1,µ
p1,∞
‖g‖Bα2,µ

p2,q
.

(2) Let α1, α2 ∈ R be such that α := α1 + α2 > 0, and let p, p1, p2, q be as above.
The mapping (f, g) 7→ f � g can be extended to a continuous bilinear map from
Bα1,µ
p1,∞ ×B

α2,µ
p2,q to Bα,µp,q , Moreover, there exists C <∞ such that uniformly over µ,

‖f � g‖Bα,µp,q
6 C ‖f‖Bα1,µ

p1,∞
‖g‖Bα2,µ

p2,q
.

Proof. Let f, g ∈ C∞c , and let C̃ = B(0, 2/3) + C?, where C? was defined in (3.1).
One can check that C̃ is an annulus. By (3.2–3.3), for k > 0, the Fourier spectrum
of Sk−1f δkg is contained in 2kC̃. (The term indexed by k = −1 is null.) By
Lemma 3.14, in order to estimate ‖f 4 g‖Bα,µp,q

, we need to bound∥∥∥∥(2αk‖Sk−1f δkg‖Lpµ
)
k∈N

∥∥∥∥
`q
.

By Hölder’s inequality,
(3.16) ‖Sk−1f δkg‖Lpµ 6 ‖Sk−1f‖Lp1

µ
‖δkg‖Lp2

µ
,

while by definition,
‖δjf‖Lp1

µ
6 2−α1j ‖f‖Bα1,µ

p1,∞
,

so that

‖Sk−1f‖Lp1
µ
6

k−2∑
j=−1

‖δjf‖Lp1
µ
6

k−2∑
j=−1

2−α1j ‖f‖Bα1,µ
p1,∞

. 2−(α1∧0)k ‖f‖Bα1,µ
p1,∞

,

and thus
‖Sk−1f δkg‖Lpµ . 2−(α1∧0)k ‖f‖Bα1,µ

p1,∞
‖δkg‖Lp2

µ
.

Multiplying both sides by 2αk and taking the `q norm, we obtain (3.15).
For f � g, we only know that for some ball B̃, if |j − k| 6 1, then the Fourier

spectrum of δjf δkg is contained in 2kB̃. We must thus rather use Lemma 3.16
instead of Lemma 3.14. The proof remains the same, except that we need to impose
α > 0. �

Remark 3.18. We can also distribute the weights unevenly between the two terms
in the right-hand side of (3.15). Indeed, if ν1, ν2 > 0 are such that

1
p

= ν1

p1
+ ν2

p2
,

then
(3.17) ‖fg‖Lpµ = ‖fwν1/p1

µ gwν2/p2
µ ‖Lp 6 ‖f‖Lp1

ν1µ
‖g‖Lp2

ν2µ

by Hölder’s inequality. Using this inequality in (3.16), we see that we can replace
the right-hand side of (3.15) by

C ‖f‖Bα1,µ1
p1,∞

‖g‖Bα2,µ2
p2,q
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if desired, provided that µ1 = ν1µ and µ2 = ν2µ satisfy

(3.18) µ

p
= µ1

p1
+ µ2

p2
.

Theorem 3.17 can be turned into multiplicative inequalities, which will play a
central role in our analysis. We treat separately the cases of positive and negative
regularity.

Corollary 3.19 (Multiplicative inequality I). Let α > 0, p, q ∈ [1,∞], ν ∈ [0, 1],
and µ0 > 0. There exists C <∞ such that for every µ 6 µ0, if

β1 = α+ (1− ν) d
p
, β2 = α+ ν

d

p
, µ1 = νµ, µ2 = (1− ν)µ

and if p1, p2 ∈ [1,∞] are defined by

(3.19) 1
p1

= ν

p
and 1

p2
= 1− ν

p
,

then the mapping (f, g) 7→ fg can be extended to a continuous linear map from
Bα,µp1,q × B

α,µ
p2,q to Bα,µp,q , and moreover,

‖fg‖Bα,µp,q
6 C‖f‖Bα,µp1,q

‖g‖Bα,µp2,q
6 C2 ‖f‖Bβ1,µ1

p,q
‖g‖Bβ2,µ2

p,q
.

Proof. The first inequality follows from the decomposition (3.14) and Theorem 3.17
with α1 = α2 = α. The second one follows from Proposition 3.7. �

Remark 3.20. If we assume instead that
1
p

= 1
p1

+ 1
p2

and µ

p
= µ1

p1
+ µ2

p2
,

then by Remark 3.18, we also have
‖fg‖Bα,µp,q

6 C‖f‖Bα,µ1
p1,q
‖g‖Bα,µ2

p2,q
.

Corollary 3.21 (Multiplicative inequality II). Let α < 0 < β be such that α+β > 0,
p, q ∈ [1,∞], ν ∈ [0, 1] and µ0 > 0. There exists C <∞ such that for every µ 6 µ0,
if

α′ = α+ (1− ν) d
p
, β′ = β + ν

d

p
, µ1 = νµ, µ2 = (1− ν)µ,

and if p1, p2 ∈ [1,∞] are defined by (3.19), then the mapping (f, g) 7→ fg can be
extended to a continuous linear map from Bα,µp1,q × B

β,µ
p2,q to Bα,µp,q , and moreover,

(3.20) ‖fg‖Bα,µp,q
6 C‖f‖Bα,µp1,q

‖g‖Bβ,µp2,q
6 C2 ‖f‖Bα′,µ1

p,q
‖g‖Bβ′,µ2

p,q
.

Proof. We get from Theorem 3.17 that
‖f 4 g‖Bα,µp,q

. ‖f 4 g‖Bα+β,µ
p,q

. ‖f‖Bα,µp1,q
‖g‖Bβ,µp2,q

,

and the same estimate holds for f � g instead of f 4 g. Moreover,
‖f 5 g‖Bα,µp,q

. ‖f‖Bα,µp1,q
‖g‖Bβ,µp2,q

.

These estimates lead to the first inequality. The second one follows as before using
Proposition 3.7. �

Remark 3.22. If we assume instead that
1
p

= 1
p1

+ 1
p2

and µ

p
= µ1

p1
+ µ2

p2
,

then by Remark 3.18, we also have
‖fg‖Bα,µp,q

6 C‖f‖Bα,µ1
p1,q
‖g‖

B
β,µ2
p2,q

.
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3.4. Duality. Recall that (·, ·)µ denotes the scalar product in L2
µ.

Proposition 3.23 (duality). Let α ∈ [0, 1) and µ0 ∈ R. There exists C <∞ such
that the following holds. Let p, q ∈ [1,∞], p′ and q′ be their respective conjugate
exponents, and µ 6 µ0. The mapping (f, g) 7→ (f, g)µ (defined for f, g ∈ C∞c )
extends uniquely to a continuous bilinear form on Bα,µp,q × B

−α,µ
p′,q′ , and moreover,

(3.21) |(f, g)µ| 6 C ‖f‖Bα,µp,q
‖g‖B−α,µ

p′,q′
.

Proof. It suffices to show that for every f, g ∈ C∞c ,

(3.22)
∑

k,l>−1
|(δkf, δlg)µ| . ‖f‖Bα,µp,q

‖g‖B−α,µ
p′,q′

.

We decompose the proof into three steps.

Step 1. Let C denote the annulus B(0, 10/3) \B(0, 1/12). Let φ ∈ Gθc be such that
φ(0) = 0 and φ = 1 on the annulus C, let φk = φ(·/2k) and let φ̌k = F−1(φk). In
this step, we show that for every l > −1 and every k > l + 2,

(3.23) (δkf, δlg)µ =
∫
δkf δlg (wµ ? φ̌k)

By Parseval’s identity,

(2π)d(δkf, δlg)µ =
∫
δ̂kf

(
δ̂lg ? ŵµ

)
=
∫
δ̂kf(ζ1) δ̂lg(ζ2) ŵµ(ζ1 − ζ2) dζ1 dζ2.

For l > 0, the integrand on the right-hand side is zero unless ζ1 ∈ 2kC? and ζ2 ∈ 2lC?,
where we recall that C? was defined in (3.1). Since we assume that k > l + 2, the
integrand being non-zero implies that ζ1 − ζ2 ∈ 2kC. This conclusion remains valid
when l = −1. Hence, multiplying the integrand by φk(ζ1 − ζ2) does not change the
value of the integral, and using Parseval’s identity again, we obtain (3.23).

Step 2. Let α′ ∈ (α, 1). We now show that

(3.24)
∣∣∣wµ ? φ̌k∣∣∣ . 2−α

′kwµ.

By a change of variables,

wµ ? φ̌k(x) =
∫
wµ(x− y)φ̌k(y) dy =

∫
wµ

(
x− y

2k
)
φ̌(y) dy.

Since φ(0) = 0, we have
∫
φ̌ = 0, and thus

wµ ? φ̌k(x) =
∫ (

wµ

(
x− y

2k
)
− wµ(x)

)
φ̌(y) dy.

Recall that by Proposition 2.2, φ̌(y) . e−c|y|1/θ for some c > 0, and that

wµ
(
x− y

2k
)

wµ(x) 6 w−µ
( y

2k
)
.

We first analyse the integral over |y| > 2l0 , where l0 > 0 will be chosen later, and
decompose it as the union of 2l 6 |y| < 2l+1, l > l0. We obtain

(3.25)

∣∣∣∣∣
∫
|y|>2l0

(
wµ

(
x− y

2k
)
− wµ(x)

)
φ̌(y) dy

∣∣∣∣∣
. wµ(x)

+∞∑
l=l0

2dl exp
(

2µ2δ(l+1−k) − c2l/θ
)
.
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The summand in the sum above is bounded by

exp
(

2µ2δl − c2l/θ + dl log(2)
)
,

so if we choose l0 to be the smallest integer such that 2l0 > k2θ, then the sum in the
right-hand side of (3.25) tends to 0 super-exponentially fast as k tends to infinity.
In order to show (3.24), it thus suffices to show that

(3.26)

∣∣∣∣∣
∫
|y|62k2θ

(
wµ

(
x− y

2k
)
− wµ(x)

)
φ̌(y) dy

∣∣∣∣∣ . 2−α
′kwµ(x).

By the definition of wµ, we have |wµ(x − z) − wµ(x)| . |z|wµ(x) uniformly over
x ∈ Rd and z such that |z| 6 1. The left-hand side of (3.26) is thus bounded by a
constant times

k2θ

2k wµ(x) ‖φ̌‖L1

with ‖φ̌‖L1 <∞, so the proof of (3.24) is complete.

Step 3. Combining the results of the two previous steps and Hölder’s inequality, we
obtain that for every l > −1 and every k > l + 2,

|(δkf, δlg)µ| . 2−α
′k

∫
|δkf δlg|wµ

. 2−α
′k‖δkf‖Lpµ ‖δlg‖Lp′µ .(3.27)

For any k and l, we also have |(δkf, δlg)µ| 6 ‖δkf‖Lpµ ‖δlg‖Lp′µ , so for any k and l,
we have

(3.28) |(δkf, δlg)µ| . 2−α
′|k−l| ‖δkf‖Lpµ ‖δlg‖Lp′µ .

Let us write uk = 1k>−12−αk ‖δkg‖Lp′µ , vk = 2−(α′−α)|k|, and u ? v for the convolu-
tion of the sequences u and v (indexed by Z). By Hölder’s inequality,∑

k,l>−1
|(δkf, δlg)µ| .

∑
k>−1

2αk‖δkf‖Lpµ
∑
l>−1

2−αl‖δlg‖Lp′µ 2α(k−l)−α′|k−l|

.

∥∥∥∥(2αk‖δkf‖Lpµ
)
k>−1

∥∥∥∥
`q
‖u ? v‖`q′ .

By the standard Young inequality for sequences, ‖u ? v‖`q′ 6 ‖u‖`q′ ‖v‖`1 , and
‖v‖`1 <∞, so we obtain (3.22). �

Remark 3.24. Although this will not be used below, note that one can spread the
weights unevenly in (3.21) if desired. Using the modified Hölder inequality (3.17) in
(3.27) shows that for µ1, µ2 > 0 such that

µ = µ1

p
+ µ2

p′
,

one has
|(f, g)µ| 6 C ‖f‖Bα,µ1

p,q
‖g‖B−α,µ2

p′,q′
.

3.5. Besov and Sobolev norms. We now show that for every α ∈ (0, 1), one can
estimate the Besov norm ‖ · ‖Bα,µ1,1

in terms of ‖f‖L1
µ
and ‖∇f‖L1

µ
.

Proposition 3.25 (Estimate in terms of ∇f). Let α ∈ (0, 1) and µ0 > 0. There
exists C <∞ such that for every µ 6 µ0,

C−1‖f‖Bα,µ1,1
6 ‖f‖1−αL1

µ
‖∇f‖αL1

µ
+ ‖f‖L1

µ
.
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Remark 3.26. In particular, there exists C <∞ such that
C−1‖f‖Bα,µ1,1

6 ‖∇f‖L1
µ

+ ‖f‖L1
µ
.

Proof of Proposition 3.25. It suffices to prove the result for f ∈ C∞c . For ` > 0, we
define the projectors

P`f =
∑

−16k6`
δkf and P⊥` f =

∑
k>`+1

δkf ,

so that f = P`f + P⊥` f , and by the triangle inequality,

‖f‖Bα,µ1,1
6 ‖P`f‖Bα,µ1,1

+ ‖P⊥` f‖Bα,µ1,1
.

For the first term, recalling (3.6), we get

‖P`f‖Bα,µ1,1
=

∑
−16k6`

2kα‖δkf‖L1
µ

=
∑

−16k6`
2kα‖ηk ? f‖L1

µ

6
∑

−16k6`
2kα‖ηk‖L1

−µ
‖f‖L1

µ
. 2`α‖f‖L1

µ
,(3.29)

where we used Theorem 2.4 (Young’s inequality) and then Lemma 2.6. On the other
hand, using the fact that for k > 0, the function ηk has vanishing integral, we get

‖P⊥` f‖Bα,µ1,1
=
∑
k>`+1

2kα‖δkf‖L1
µ

=
∑
k>`+1

2kα
∫
Rd

∣∣∣ ∫
Rd
ηk(y)

(
f(x− y)− f(x)

)
dy
∣∣∣ e−µ|x|δ∗ dx

6
∑
k>`+1

2kα2−k
∫
Rd
|2ky|ηk(y)

(∫
Rd

|f(x− y)− f(x)|
|y|

e−µ|x|
δ
∗ dx

)
dy .

By (2.6), ∫
f(x− y)e−µ|x|

δ

dx 6 eµ|y|
δ
∗ ‖f‖L1

µ
,

and as a consequence,∫
|y|>1

|2ky|ηk(y)
(∫

Rd

|f(x− y)− f(x)|
|y|

e−µ|x|
δ
∗ dx

)
dy 6 2‖ |2k · | ηk‖L1

−µ
‖f‖L1

µ
,

with ‖ |2k · | ηk‖L1
−µ
. 1 by Remark 2.7. Moreover, for all x, y ∈ Rd,

|f(x− y)− f(x)|
|y|

= 1
|y|

∣∣∣ ∫ 1

0
∇f(x− ty) · y dt

∣∣∣
6
∫ 1

0

∣∣∇f(x− ty)
∣∣ dt,

so using that ‖ |2k · | ηk‖L1 . 1,∫
|y|61

|2ky|ηk(y)
(∫

Rd

|f(x− y)− f(x)|
|y|

e−µ|x|
δ
∗ dx

)
dy . ‖∇f‖L1

µ
.

To sum up, we have shown that

‖P⊥` f‖Bα,µ1,1
.
∑
k>`+1

2k(α−1)
(
‖f‖L1

µ
+ ‖∇f‖L1

µ

)
. 2`(α−1)

(
‖f‖L1

µ
+ ‖∇f‖L1

µ
.
)
,

(3.30)

and thus
‖f‖Bα,µ1,1

. 2`α‖f‖L1
µ

+ 2`(α−1)
(
‖f‖L1

µ
+ ‖∇f‖L1

µ

)
.

The result then follows by optimizing over `. �
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3.6. Compact embedding. Finally, we prove a compactness embedding between
Besov spaces. An efficient way to proceed is to show that it follows from a similar
result in unweighted Besov spaces. We first need to “project” onto unweighted
spaces.

Proposition 3.27 (Projection on unweighted Besov spaces). Let α ∈ R, p, q ∈
[1,∞] and φ ∈ C∞c . The mapping f 7→ φf extends to a continuous linear map from
Bα,µp,q to Bα,0p,q .

Proof. The proof is similar to that of Corollaries 3.19 and 3.21. We need a modifi-
cation of Theorem 3.17 that allows the destination space to be unweighted.

Recall the definition of η and (ηk)k>0 in (3.6). By Proposition 2.2,

|η|(x) . e−c|x|
1/θ
.

Let M be such that the support of φ is contained in [−M/2,M/2]d. Since for every
k > 0,

δkφ(x) = 2kd
∫
φ(y)η(2k(x− y)) dy

with φ compactly supported, we obtain that for every k > 1 and |x| >M (redefining
c to be smaller),

(3.31) |δkφ|(x) . 2kde−c|2
kx|1/θ ,

and thus for every |x| >M ,

|Skφ|(x) 6
∑
j<k

|δjφ|(x) . e−c|x|
1/θ
.

By Lemma 3.2, we also know that ‖Skφ‖L∞ is bounded uniformly over k. Hence,
we can mimic the proof of Theorem 3.17 but with (3.16) replaced by

‖Sk−1φ δkf‖Lp . ‖δkf‖Lpµ ,
where the implicit constant is uniform over k. We thus obtain that the mapping
f 7→ φ 4 f extends to a continuous linear map from Bα,µp,q to Bα,0p,q . Similarly, for
every β ∈ R,

‖Sk−1f δkφ‖Lp . 2−βk‖Sk−1f‖Lpµ ,
where we used (3.31) and the fact, ensured by Lemma 3.2, that ‖δkφ‖L∞ . 2−βk
(and where the implicit constants depend on β). Hence, for every β ∈ R, the mapping
f 7→ f 4 φ extends to a continuous linear map from Bα,µp,q to Bα+β,0

p,q . Moreover, the
same conclusion also holds for the mapping f 7→ φ� f , so the proof is complete. �

We will also need the following result.

Lemma 3.28 (Besov norms on large scales). Let φ ∈ C∞c , and for m > 1, let
φm = φ(·/m). For every α ∈ R, p, q ∈ [1,∞] and µ > 0, we have

sup
m>1
‖φm‖Bα,µp,q

<∞.

Moreover, if the support of φ is contained in an annulus and p 6=∞, then
‖φm‖Bα,µp,q

−−−−→
m→∞

0.

Proof. The identity ‖φm‖L∞ = ‖φ‖L∞ is obvious, and for p <∞ we have

‖φm‖Lpµ =
∫
Rd
|φ(x/m)|p wµ(x)dx 6 ‖φ‖L∞

∫
Rd
wµ(x)dx ,

and in particular, the left-hand side is bounded uniformly over m. Similarly, for
any multi-index k ∈ Nd, we have ‖∂kφm‖L∞ = 1

m|k|
‖∂kφ‖L∞ , so that ‖∂kφm‖Lpµ is

bounded uniformly over m.
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If in addition, p <∞ and the support of φ does not intersect B(0, ε) (for some
ε > 0), we get in the same way that

‖∂kφm‖Lpµ 6
1

m|k|
‖∂kφ‖L∞

∫
|x|>εm

wµ(x)dx −−−−→
m→∞

0 .

By (3.7), Proposition 2.2 and Theorem 2.4, we have

‖δkφm‖Lpµ . 2k(d−2n)‖(−∆)nφm‖Lpµ ,

and we thus obtain the announced results. �

Proposition 3.29 (Compact embedding). Let α > α′ ∈ R, p, q ∈ [1,∞] with
p 6=∞, and µ′ > µ > 0. The embedding Bα,µp,q ⊆ B

α′,µ′

p,1 is compact.

Proof. Let (fn)n∈N be a sequence that is bounded in Bα,µp,q . We wish to find a
subsequence that converges in Bα

′,µ′

p,1 .
Let φ ∈ C∞c be such that

φ = 1 on B(0, 1), φ = 0 outside of B(0, 2),
let φm = φ(·/m), α1 < α and µ1 > µ. For every fixed m, up to extracting
a subsequence (which we keep denoting by (fn) for convenience), there exists
f (m) ∈ Bα1,0

p,1 such that

‖φmfn − f (m)‖Bα1,0
p,1
−−−−→
n→∞

0.

Indeed, this follows from Lemma 3.27 and [BCD, Theorem 2.94]. In particular, we
have f (m) ∈ Bα1,µ1

p,1 and

‖φmfn − f (m)‖Bα1,µ1
p,1

−−−−→
n→∞

0.

The convergence along a subsequence holds for any given m, and thus up to a
diagonal extraction, it holds for every m simultaneously. By the boundedness
assumption on the sequence (fn) and the multiplicative inequalities (Corollaries 3.19
and 3.21),

‖f (m)‖Bα1,µ1
p,1

= lim
n→∞

‖φmfn‖Bα1,µ1
p,1

. ‖φm‖Bα̃,µ̃p,1
lim sup
n→∞

‖fn‖Bα,µp,1
. ‖φm‖Bα̃,µ̃p,1

,

for some α̃ and µ̃ > 0 depending only on α1, α, µ and µ1. By Lemma 3.28, ‖φm‖Bα̃,µ̃p,1

is bounded uniformly over m, so that the same holds for ‖f (m)‖Bα1,µ1
p,1

.
It is clear that for m 6 k, the distributions f (m) and f (k) coincide on B(0,m).

In particular, for m 6 k,

f (m) − f (k) = (1− φm/2)(f (m) − f (k)).
Letting α2 < α1 and µ2 > µ1, we can use the multiplicative inequalities to obtain,
for every m 6 k,

‖f (m) − f (k)‖Bα2,µ2
p,1

. ‖1− φm‖Bα,µp,1
‖f (m) − f (k)‖Bα1,µ1

p,1
. ‖1− φm‖Bα,µp,1

,

for some α and µ > 0 depending only on α1, α2, µ1 and µ2 (where we used the fact
that ‖f (m)‖Bα1,µ1

p,1
is uniformly bounded in the last step). By Lemma 3.28, it follows

that the sequence (f (m)) is a Cauchy sequence in Bα2,µ2
p,1 , and thus converges to

some f ∈ Bα2,µ2
p,1 . We have the diagram

φmfn −−−−→
n→∞

f (m)

↓ ↓ (m→∞)
fn −−−−→

n→∞
f,
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where every convergence holds in Bα2,µ2
p,1 , and the bottom horizontal arrow is the

convergence we want to show. This convergence is proved by observing that the
convergence of φmfn to fn as m tends to infinity is uniform in n. Indeed, it suffices
to observe that

‖fn − φmfn‖Bα2,µ2
p,1

. ‖1− φm‖Bα,µp,1
‖fn‖Bα1,µ1

p,1
. ‖1− φm‖Bα,µp,1

,

and to use again the fact that ‖1− φm‖Bα,µp,1
→ 0 as m tends to infinity. �

4. Other scales of weights

We now indicate how the above results carry over to polynomial weights, and to
flat weights on cubes for periodic functions. Throughout the paper, when we refer to
a result of Section 3 in the context of polynomial weights or in the periodic context,
it is understood that the result is adapted according to the rules we now explain.
In the previous sections, we were careful to give estimates that hold uniformly
over µ 6 µ0, for some given µ0. Such uniformity will only be used for exponential
weights, so the reader may leave this aspect aside.

4.1. Polynomial weights. For σ ∈ R, we let
(4.1) ŵσ(x) = |x|−σ∗ ,

and write L̂pσ for the space Lp(Rd, ŵσ(x)dx). From now on, we will always assume
that σ > 0. It is clear that

ŵσ(x+ y)
ŵσ(y) . |x|σ∗ = ŵ−σ,

and ŵ−σ is dominated by w−1. Moreover, the weight ŵσ is integrable if and only
if σ > d. In Section 2, there is only one place where we assumed the weight to
be integrable (that is, µ 6= 0), namely in (3.11). We simply need to replace the
assumption that µ 6= 0 by the assumption that σ > d. That is, if σ > d and p1 6 p2,
then there exists C <∞ such that
(4.2) ‖f‖B̂α,σp1,q

6 C‖f‖B̂α,σp2,q
,

which is the analogue of (3.11). All the other estimates of Section 2 are valid for
every σ > 0 if one replaces Lpµ by L̂pσ throughout. As an example, the conclusion of
Lemma 2.8 becomes

Supp f̂ ⊆ λB ⇒ ‖∂kf‖
L̂pσ
6 C λ|k|+d(

1
q−

1
p ) ‖f‖

L̂q
σq/p

.

For any α ∈ R, σ > 0, p, q ∈ [1,+∞] and f ∈ C∞c , we define

(4.3) ‖f‖B̂α,σp,q
:=
∥∥∥∥(2αk‖δkf‖L̂pσ

)
k>−1

∥∥∥∥
`q
.

The Besov space B̂α,σp,q is the completion of C∞c with respect to this norm. The
results of Section 3 then follow seamlessly, simply replacing Bα,µp,q by B̂α,σp,q throughout.
As an example, the conclusion of Proposition 3.7 becomes

‖f‖B̂α,σp,q
. ‖f‖B̂α,σr/pr,q

.

There is one more place where we used the property that the weight is integrable,
namely in Subsection 3.6 on the compactness embedding (in Lemma 3.28). Again,
we simply need to add the requirement that σ > d to obtain the result for polynomial
weights. Explicitly, the compactness embedding becomes:

Proposition 4.1 (Compact embedding). Let α > α′ ∈ R, p, q ∈ [1,∞] with p 6=∞
and σ′ > σ > d. The embedding B̂α,σp,1 ⊆ B̂

α′,σ′

p,1 is compact.
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4.2. Flat weights on cubes. We will also need to use Besov spaces that are
tailored for the periodic setting. One natural option would be to base the definition
of these Besov spaces on discrete Fourier series (those adapted to the torus under
consideration). We choose a slightly different route here: we prefer to view functions
on the torus as periodic functions on the full space, and to use the continuous Fourier
transform of these functions instead. The latter approach has two advantages. First,
the construction is closer to what was done for the weighted Besov spaces above, so
the extension of the previous results to these spaces is more transparent. Secondly,
we will build solutions on the full space as limits of solutions on increasingly large
tori, so viewing functions on a torus as periodic functions on the full space is more
natural for our later purpose.

We say that a function f : Rd → R is M -periodic if for every z ∈MZd, we have
f(z + ·) = f . We write L̃pM for the Lp space of M -periodic functions equipped with
the Lebesgue measure on [−M/2,M/2]d, and ‖ · ‖L̃p

M
for the associated norm. For

every M -periodic function f , we define

‖f‖B̃α,Mp,q
:=
∥∥∥∥(2αk‖δkf‖L̃p

M

)
k>−1

∥∥∥∥
`q
,

and let B̃α,Mp,q be the completion of the set of M -periodic functions in C∞ with
respect to the norm ‖·‖B̃α,Mp,q

. We note that if f, g : Rd → R are measurable functions
with f being M -periodic, then for r, p, q as in Theorem 2.4, we have

‖f ? g‖L̃r
M
6 C‖f‖L̃p

M
‖g‖Lq

(recall that ‖ · ‖Lq denotes the Lq norm with respect to the Lebesgue measure on the
full space). From this form of the Young inequality, one can then proceed as before.
For instance, the analogue of Lemma 2.8 reads: if f is an M -periodic function with
Supp f̂ ⊆ λB, then ‖∂kf‖L̃p

M
6 C λ|k|+d(

1
q−

1
p ) ‖f‖L̃q

M
(we view f as an element of

S ′ to make sense of f̂ ∈ S ′). In short, since the weight is now flat, its powers are
trivial and the inequalities simplify.

For every M -periodic function f , we define

‖f‖B̃α,Mp,q
:=
∥∥∥∥(2αk‖δkf‖L̃p

M

)
k>−1

∥∥∥∥
`q
,

and let B̃α,Mp,q be the completion of the set of M -periodic functions in C∞ with
respect to the norm ‖ · ‖B̃α,Mp,q

. Section 3 then carries over with obvious changes. For
instance, for α, β, p and r as in Proposition 3.7, we have ‖f‖B̃α,Mp,q

6 C‖f‖B̃β,Mr,q .

5. The stochastic heat equation and its Wick powers

Now that the necessary facts about weighted Besov spaces are established, the
remaining sections are devoted to the actual construction of the solution of the
stochastic quantisation equation (1.1). In this section, we provide some probabilistic
preliminaries and perform the construction of solution of the stochastic heat equation
and its Wick powers in a weighted Besov space.

We start by recalling the definition of a space-time white noise ξ. Formally, ξ is
a centred Gaussian distribution on R× Rd with covariance
(5.1) Eξ(t, x) ξ(t′, x′) = δ(t− t′) δd(x− x′) ,
where δ(·) denotes the Dirac delta function and δd(·) is the Dirac delta function over
Rd. Of course, (5.1) does not make sense as it stands, but it can be made rigorous
easily, by integrating against a test function φ : R× Rd → R and postulating that
(5.2) E ξ(φ)2 = ‖φ‖2L2(R×Rd) .
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Definition 5.1. Space-time white noise is a family of centred Gaussian random
variables {ξ(φ), φ ∈ L2(R× Rd)}, such that (5.2) holds.

The existence of space-time white noise in the sense of Definition 5.1 on some
probability space (Ω,F ,P) follows immediately from the Kolmogorov extension
theorem. Furthermore, the mapping φ 7→ ξ(φ) is automatically linear on H :=
L2(R×Rd) (in the sense that for every φ1, φ2 we have almost surely ξ(φ1) + ξ(φ2) =
ξ(φ1 + φ2)). Below, we will often use the somewhat formal notation

ξ(φ) =:
∫
R×Rd

φ(z) ξ(dz) ,

although ξ is almost surely not a measure. In particular, for a given φ ∈ L2(R×Rd),
the random variable ξ(φ) is only defined outside of a set of measure zero, and a
priori this set depends on the choice of φ.

We will need a periodised (in space) white noise, defined on the same probability
space. For every M > 0 and φ ∈ L2(R× Rd), we set

ξM (φ) =
∫
R×Rd

φ(z) ξM (dz) := ξ(φM ) ,(5.3)

where
φM (t, x) = 1[−M2 ,

M
2 ]d(x)

∑
y∈MZd

φ(t, x+ y) .(5.4)

For every φ ∈ L2(R× Rd), we have
‖φM‖L2(R×Rd) 6 ‖φ‖L2(R×Rd) ,

so that (5.3) makes sense. Furthermore, for every φ with support contained in
R× [M2 ,

M
2 ]d, we have ξ(φ) = ξM (φ) almost surely.

From now on, we assume that F is the completion of the sigma-algebra generated
by {ξ(φ) : φ ∈ H}. Under this assumption, it is well-known that we have the
orthogonal decomposition

L2(Ω,F ,P) =
⊕
k>0
H(k) ,

where H(k) denotes the k-th homogeneous Wiener chaos. More precisely, H(0) = R,
H(1) = {ξ(φ) : φ ∈ H}, and for every k > 2, we have

H(k) =
{
Ik(φ) : φ ∈ H⊗symk

}
.

Here H⊗symk denotes the set of square integrable, symmetric kernels φ : (R×Rd)k →
R, and Ik denotes the k-fold iterated stochastic integral (see [Nu, Sec 1.1.1 and
1.1.2]). Below we will often use the notation

Ik(φ) =
∫

(R×Rd)k
φ(z1, . . . , zk) ξ(dz1) . . . ξ(dzk) .

Let us recall that for every kernel φ ∈ H⊗symk, we have the following isometry

E
(∫

(R×Rd)k
φ(z1, . . . , zk) ξ(dz1) . . . ξ(dzk)

)2

= k!
∫

(R×Rd)k
φ(z1, . . . , zk)2 dz1 . . . dzk .(5.5)

We also recall Nelson’s estimate, which states that for every k > 1 and p > 2, there
exists a Ck,p such that for every X ∈ H(k),(

E|X|p
) 2
p 6 Ck,p EX2 .(5.6)
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Below we will also need the following Kolmogorov lemma. Recall that according
to (3.6), for k > −1, we have ηk = F−1χk.

Lemma 5.2. Let (t, φ) 7→ Z(t, φ) be a map from R× L2(Rd)→ L2(Ω,F ,P) which
is linear and continuous in φ. Assume that for some p > 1, α ∈ R and κ > 1

p and
all T > 0, there exists a function KT ∈ L∞(Rd), such that for all k > −1, x ∈ Rd
and s, t ∈ [−T, T ],

E|Z(t, ηk(· − x))|p 6 KT (x)p 2−kαp(5.7)

E|Z(t, ηk(· − x))− Z(s, ηk(· − x))|p 6 KT (x)p 2−k(α−κ)p|t− s|κp .(5.8)

Then there exists a random distribution Z̃ which takes values in C(R, B̂α′,σp,p ) for any
α′ < α− κ and σ > 2, and which satisfies for all t ∈ R and φ ∈ S(Rd)

Z(t, φ) = (Z̃(t), φ) almost surely.(5.9)

Furthermore, for every T > 0, we have

E sup
−T6t6T

‖Z̃(t, ·)‖p
B̂α
′,σ

p,p

6 C(T, α, α′, p)
∫
Rd
KT (x)p ŵσ(x)dx .(5.10)

We stated this lemma in the case of polynomial weights, but the same statement
holds if ŵσ is replaced by another integrable weight, e.g. stretched exponential. In
particular, the following modification of Lemma 5.2 follows by the same method,
and we omit the proof.

Lemma 5.3. Let Z satisfy the assumptions (5.7) and (5.8) of Lemma 5.2. If in
addition, Z has the property that for some fixed M > 0 and all t ∈ R, φ ∈ S(Rd)
and z ∈MZd,

Z(t, φ) = Z(t, φ(· − z)) almost surely,(5.11)

then Z̃ takes values in the Besov space B̃α′,Mp,p of periodic functions and

E sup
−T6t6T

‖Z̃(t)‖p
B̃α
′,M

p,p

6 C(T, α, α′, p)
∫

[−M2 ,
M
2 ]d

KT (x)p dx .(5.12)

Proof of Lemma 5.2. For fixed k > −1 and t ∈ R, we start by defining a random
function Zk(t, ·) which will play the role of δkZ̃(t, ·). The natural definition would be

Zk(t, x) = Z(t, ηk(· − x)) .(5.13)

Unfortunately, Z(t, ηk(· − x)) is only defined outside of a set of measure zero which
depends on x (and t), so that it is not clear if (5.13) can be made sense of for
all x simultaneously. We circumvent this problem by the following trick (which is
motivated by the Shannon sampling theorem [Me, Section 1.4]). Set εk = 1

4
3π

2k+3 ,
and let χ̃k ∈ S(Rd) be real valued, symmetric, such that χ̃k is constantly equal to
1 on the annulus B(0, 2k 8

3 ) \B(0, 2k 3
4 ), and such χ̃k vanishes outside the annulus

B(0, 2k 16
3 ) \B(0, 2k 3

8 ) (for k = −1 we assume that χ̃−1 is 1 on the ball B(0, 4
3 ) and

vanishes outside of B(0, 8
3 )). Finally, define η̃k = F−1χ̃k.

For x ∈ εkZd, we define Zk(t, x) as in (5.13), and for x ∈ Rd \ εkZd, we set

Zk(t, x) =
∑

y∈εkZd
εdkZk(t, y) η̃k(x− y) .(5.14)

As η̃k is a Schwartz function and the assumption (5.7) implies that e.g.∑
y∈εkZd

εdk(1 + |y|)−d−1Zk(t, y) <∞
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almost surely, it follows that (5.14) defines a smooth random function on a set of
measure 1. Furthermore, we have for k > 0

SuppF
(
Zk(t, ·)

)
⊆ B

(
0, 2k 16

3

)
\B
(

0, 2k 3
8

)
,(5.15)

and SuppF
(
Z−1(t, ·)

)
⊆ B(0, 8

3 ). Next, we set Z̃(t) =
∑
k>−1 Zk(t, ·). Equation

(5.15) implies that this sum converges almost surely when tested against a test
function with smooth and compactly supported Fourier transform. In the estimates
below, we show that Z̃ is a well-defined random distribution.

We claim that for fixed x ∈ Rd, Z̃ satisfies (5.9), at least if φ has Fourier transform
in C∞c . Indeed, we have for such φ

(Z̃(t), φ) =
∑
k>−1

(
Zk(t, ·), φ

)
=
∑
k>−1

∑
y∈εkZd

εdk

∫
Rd

Zk(t, y) η̃k(x− y)φ(x) dx .

As a next step, we use the fact that both η̃k and ηk have a Fourier transform
supported in the annulus B(0, 2k 16

3 ) \B(0, 2k 3
8 ) which implies for our choice of εk

that ∑
y∈εk Zd

εdkηk(y − ·)
(
η̃k ∗ φ(y)

)
=
∫
Rd
ηk(y − ·)

(
η̃k ∗ φ(y)

)
dy = δkφ(·) ,

where the convergence takes place in L2(Rd). Hence, by continuity of Z(t, ·) we can
conclude that

(Z̃(t), φ) =
∑
k>−1

Z(t, δkφ) = Z(t, φ) .

In particular, this implies that for every x, (5.13) holds almost surely.
Now we can estimate for t ∈ [−T, T ]

E‖Zk(t, ·)‖p
L̂pσ

=
∫
Rd

E|Zk(t, x)|p ŵσ(x)dx

=
∫
Rd

E|Z(t, ηk(· − x))|p ŵσ(x)dx 6 2−kαp
∫
Rd
KT (x)p ŵσ(x)dx .

This bound in conjunction with (5.15) and the series criterion, Lemma 3.14, implies
that for α′ < α

E‖Z̃(t, ·)‖p
B̂α
′,µ

p,p

=
∑
k>−1

2kα
′p E‖Zk(t, ·)‖p

L̂pσ
6 C(α, α′, p)

∫
Rd
KT (x)p ŵσ(x) dx .

In particular, almost surely Z̃ is indeed a well-defined distribution in B̂α′,µp,p . Fur-
thermore, the assumption that φ has compactly supported and smooth Fourier
transform can be removed from (5.9) and can be replaced by φ ∈ S.

In the same way, we can bound for s, t ∈ [−T, T ]

E‖Zk(t, ·)− Zk(s, ·)‖p
L̂pσ

=
∫
Rd

E|Z(t, ηk(· − x))− Z(s, ηk(· − x))|p ŵσ(x)dx

6 |t− s|κp2−k(α−κ)p
∫
Rd
KT (x)p ŵσ(x)dx .

So after summing over k, the (usual) Kolmogorov criterion permits to pass to a
modification of the process t 7→ Z̃(t) which satisfies (5.9) and (5.10). �

With these preliminary results in hand, we can start the construction of the
solution of the stochastic heat equation and its Wick powers in weighted Besov
spaces, in the case when d = 2. The space-time white noise ξ does not satisfy
the conditions of Lemma 5.2, and indeed it can only be realised as a space-time



GLOBAL WELL-POSEDNESS OF THE DYNAMIC Φ4 MODEL IN THE PLANE 27

distribution, and not as a continuous function in time taking values in a space of
distributions.

However, we do not need to perform this construction. Instead, we start directly
by analysing the properties of the solution of the stochastic heat equation

(5.16)
{
∂tZ = ∆Z + ξ, on R+ × R2,
Z(0, ·) = 0.

There are many equivalent ways to interpret this equation. We choose to simply
postulate Duhamel’s principle, and to define for every φ ∈ L2(R2) and every t > 0

Z(t, φ) =
∫ t

0

∫
R2

(
φ,K(t− r, · − y)

)
ξ(dr, dy) .(5.17)

Here K denotes the standard Gaussian heat kernel, i.e. for t > 0 and x ∈ R2

K(t, x) = 1
4π exp

(
− |x|

2

4t

)
.

We also define ZM , the solution of the equation with periodised noise, as in (5.17)
with ξ replaced by ξM . Furthermore, for any n ∈ N, we define the Wick powers

Z:n:(t, φ)

=
∫

([0,t]×R2)n

(
φ,

n∏
j=1

K(t− rj , · − yj)
)
ξ(dr1,dy1) . . . ξ(drn,dyn) ,(5.18)

and as before Z:n:
M is defined by replacing every occurrence of ξ in (5.18) by ξM .

Theorem 5.4. For every M > 1 and every integer n > 1 , there exist modifications
Z̃:n: and Z̃:n:

M (in the sense of Lemma 5.2) of Z:n: and Z:n:
M .

For every T > 0, α > 0 and p > 2
α , there exists a constant C = C(T, p, α) such

that for all M > 1 and σ > 2,

E sup
06t6T

‖Z̃:n:(t)‖p
B̂−α,σp,p

6 C
∫
R2
ŵσ(x) dx ,(5.19)

E sup
06t6T

‖Z̃:n:
M (t)‖p

B̂−α,σp,p

6 C
∫
R2
ŵσ(x) dx .(5.20)

Furthermore, Z̃M is is M -periodic and

E sup
06t6T

‖Z̃:n:
M (t)‖p

B̃−α,Mp,p

6 CM2 .(5.21)

Finally, we have

E sup
06t6T

‖Z̃:n:(t)− Z̃:n:
M (t)‖p

B̂−α,σp,p

6 CM2−σ .(5.22)

Throughout the proof of Theorem 5.4 (including the two lemmas at the end), we
use the following conventions: for x > 0, we set log+(x) = log(x) ∨ 0. Furthermore,
we set

|x|M =
∣∣∣∣ inf{|x+ y|; y ∈MZ2} if M <∞,
|x| if M =∞.

Sometimes it is convenient to write Z:n:
∞ = Z:n:.

Proof. Equation (5.5) and polarisation show that for any n, φ1, φ2 ∈ S(R2), t1, t2 >
0, and for any M ∈ [1,∞], we have

E(Z:n:
M (t1), φ1)(Z:n:

M (t2), φ2) =

n!
∫
R2

∫
R2
φ(x1)φ(x2)

(
KM (t1, t2;x1 − x2)

)n dx1 dx2 .
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For M =∞, the generalised covariance in the last expression is given by

K∞(t1, t2;x1 − x2) =
∫ t1∧t2

0

∫
R2
K(t1 − r, x1 − z)K(t2 − r, x2 − z) dr dz

= 1
8π

∫ t1+t2

|t1−t2|

1
`

exp
(
− |x1 − x2|2

4`

)
d` ,(5.23)

while for finite 0 < M <∞, we get

KM (t1, t2;x1 − x2) = 1
8π

∫ t1+t2

|t1−t2|

1
`

∑
y∈MZ2

exp
(
− |x1 − x2 − y|2

4`

)
d` .(5.24)

Pointwise bounds on the kernels KM are derived in Lemma 5.5 below.
From the bounds provided in Lemma 5.5 we get for any k > −1 any x ∈ Rd, any

t 6 T and for 1 6M 6∞

E|Z:n:
M (t, ηk(· − x))|2 = E|Z:n:

M (t, ηk)|2

= n!
∫
R2

∫
R2
ηk(x1)ηk(x2)

(
KM (t, t, x1 − x2)

)n dx1 dx2

(5.31)
.T,n

∫
R2

∫
R2
ηk(x1)ηk(x2)

(
1 + log+(|x1 − x2|−1

M )
)n dx1 dx2 .

The integral involving the kernel 1 poses no problems, because the ηk are uniformly
bounded in L1. We split the integral over the logarithmic kernel into an integral
over {|x|1, |x2| 6 M

4 } and an integral over the remaining part of R2 × R2. For the
first integral, we get for k > 0∫

|x1|6M
4

∫
|x2|6M

4

ηk(x1)ηk(x2) log+(|x1 − x2|−1
M )n dx1 dx2

.n

∫
R2

∫
R2
η0(x1)η0(x2)

(
log+(|x1 − x2|−1) + k log(2)

)n dx1 dx2

.n (1 + kn) .(5.25)

Here we have used the fact that ηk(·) = 22kη0(2k·). The integral in the second line
converges because η0 is a Schwartz function.

The integral over R2 × R2 \ {|x1|, |x2| 6 M
4 } can then easily be seen to be

uniformly bounded in k and M using the decay of the ηk. More precisely, one uses
the fact that for k > 0 and any m > 2 we have ηk(x) = 22kη(2kx) .m 1

2m−2|x|m .
The integral in the case k = −1 can easily be checked to converge as well. Hence,
summarising these calculations and applying Nelson’s estimate (5.6) for any p > 2,
we get uniformly over t 6 T , x ∈ R2, M ∈ [1,∞] and k > −1

E|Z:n:
M (t, ηk(· − x))|p .T,n,p 1 + |k|

np
2 .(5.26)

In the same way, for 0 6 t1, t2 6 T we have for M ∈ [1,∞]

E|Z:n:
M (t1, ηk(· − x))− Z:n:

M (t2, ηk(· − x))|2

= n!
∫
R2

∫
R2
ηk(x1)ηk(x2) Qn

M (t1, t2, x1 − x2) dx1 dx2 ,

where the kernel Qn satisfies for 0 < λ 6 1

Qn
δ (t1, t2, x) =

(
KM (t1, t1, x)

)n +
(
KM (t2, t2, x)

)n − 2
(
KM (t1, t2, x)

)n
(5.31)(5.32)
.T,n,λ

|t1 − t2|λ

|x|2λM

(
1 + log+(|x|−1

M )n−1) .
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Then performing a similar calculation to (5.25) using the fact that ηk(·) = 22kη0(2k·)
and that η0 is a Schwartz function, as well as Nelson’s estimate, we get

E|Z:n:(t1, ηk(· − x))− Z:n:(t2, ηk(· − x))|p

.T,n,λ,p |t1 − t2|
λp
2 2pkλ |k|

p(n−1)
2 .(5.27)

The bounds (5.26) and (5.27) permit to invoke Lemma 5.2 (and Lemma 5.3) to
conclude that (5.19), (5.20), and (5.21) hold.

We proceed to bound the difference D :n:
M := Z:n:

M − Z:n:. Unlike the preceding
calculation, we need to make use of the decay of the weight in an essential way.
Indeed, for |x| > M

16 we simply bound

E|D :n:
M (t, ηk(· − x))|p

.p E|Z:n:
M (t, ηk(· − x))|p + E|Z:n:(t, ηk(· − x))|p

(5.26)
.T,n,p 1 + |k|

np
2 ,(5.28)

and in the same way

E
∣∣D :n:

M (t1, ηk(· − x))−D :n:
M (t2, ηk(· − x))

∣∣p (5.27)
.T,n,λ,p |t1 − t2|

λp
2 2pkλ |k|

p(n−1)
2 .

(5.29)

Hence, for such x the difference D :n:
M satisfies the bounds required to apply Lemma 5.2

for a function KT that does not depend on x. If |x| 6 M
16 we write

E|D :n:
M (t, ηk(· − x))|2

= n!
∫
R2

∫
R2
ηk(x1)ηk(x2) Rn

M (t;x− x1, x− x2) dx1 dx2 .

The kernel appearing in this expression is given by

Rn
M (t;x1, x2)(

K (t, t, x1 − x2)
)n +

(
KM (t, t, x1 − x2)

)n − 2
(
KM,∞(t;x1, x2)

)n
,

where

KM,∞(t, x1, x2)

=
∑

y∈MZ2

∫ t

0

∫
[−M2 ,

M
2 ]2

K(t− r, x1 − x2 − z)K(t− r,−z − y) dr dz .(5.30)

Estimates for the kernel KM,∞ are collected in Lemma 5.6. These bounds yield for
|x− x1|, |x− x2| 6 M

8 and any m > 1∣∣Rn
M (t;x− x1, x− x2)

∣∣ .T,m (1 + log+(|x1 − x2|−1)n−1) 1
M2m .

We get∫
|x1|6M

16

∫
|x26M

16

ηk(x1)ηk(x2) Rn
M (t;x− x1, x− x2) dx1 dx2

.T,m
1

M2m

∫
R2

∫
R2
ηk(x1)ηk(x2)(1 + log+(|x1 − x2|−1)n−1) dx1 dx2

(5.25)
.T,m

1
M2m (1 + |k|n−1) .

If one of the xi satisfies |xi| > 1
M2m , we can use the fact that the ηk are rescaled

Schwartz functions to get the same polynomial decay of arbitrary order in M also in
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the integral over the rest of R2. Applying Nelson’s estimate once more and merging
with (5.28) we get

E|D :n:
M (t, ηk(· − x))|p .T,m,p (1 + |k|

pn
2 ) KT (x) ,

where KT (x) = 1 for |x| > M
16 and KT (x) .M−2m else. Interpolating this bound

with (5.29), it is easy to obtain a similar bound for the time increments. Hence we
can conclude by observing that for any m large enough,∫

R2
KT (x) ŵσ(x)dx .m M−2m+2 +

∫
|x|>M

16

ŵσ(x)dx .σ M2−σ .

�

Lemma 5.5. Let KM be defined by (5.23) and (5.24). Then for every T > 0 we
get uniformly for x ∈ R2 and 0 6 t1, t2 6 T and M ∈ [1,∞]

KM (t1, t2;x) 6 C(T )
(
1 + log+(|x|−1

M

))
.(5.31)

Furthermore, for any λ ∈ (0, 1] and 0 6 t1, t2 6 T∣∣KM (t1, t1;x)−KM (t1, t2;x)
∣∣ 6 C(T, λ) |t1 − t2|

λ

|x|2λM
.(5.32)

Proof. We first show (5.31). For M <∞, we can assume without loss of generality
that the infimum inf{|x + y| : y ∈ MZ2} is realised for y = 0 which implies that
|x| 6 M√

2 .
Then the term corresponding to y = 0 in (5.24) can be bounded by

1
8π

∫ t1+t2

|t1−t2|

1
`

exp
(
− |x|

2

4`

)
d`

.
∫ 2T

0

1
`

exp
(
− |x|

2

4`

)
d` .

∫ 1

0

1
`

exp
(
− 1

4`

)
d`+

∫ 1∨ 2T
|x|2

1

1
`

d`

.T 1 + log+
(
|x|−1) .

This calculation already shows the desired bound (5.31) in the case M =∞. For
M <∞ for z = |x+ y| we use the bound

1
8π

∫ t1+t2

|t1−t2|

1
`

exp
(
− |z|

2

4`

)
d` .m

∫ 2T

0

1
`

( `

|z|2
)m

d` .m
Tm

|z|2m
,

valid for every m > 0. To bound the sum over y 6= 0 in (5.24) we choose an m > 1
and obtain

1
8π

∫ t1+t2

|t1−t2|

1
`

∑
y∈MZ2\{0}

exp
(
− |x− y|

2

4`

)
d`

.m,T
∑

y∈MZ2\{0}

1
|x+ y|2m

.m,T
∑

y∈MZ2\{0}

1
|y|2m

.m,T M
−2m .

Here we have made use of the fact that |x| 6 M√
2 implies that |x+ y| > (1− 1√

2 )|y|
for all y ∈MZ2. Hence, (5.31) is established.

To see (5.32) we can again assume without loss of generality that in the case
M <∞ we have |x|M = |x| and hence |x| 6 1√

2M . We get for any M ∈ [1,∞)∣∣KM (t1, t1;x)−KM (t1, t2;x)
∣∣ . ∫

I1∪I2

1
`

∑
y∈MZ2

exp
( |x+ y|2

4`

)
d` .(5.33)

Here the intervals I1 and I2 are given by
I1 =[0, |t1 − t2|] and I2 = [t1 + t2, 2t1]+
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with the convention [a, b]+ = [a, b] if a 6 b and [a, b]+ = [b, a] else. In particular, we
have |I1| = |I2| = |t1 − t2| and both intervals are contained in [0, 2T ]. In the case
M =∞ the sum in (5.33) has to be replaced by the single term corresponding to
y = 0.

For each term in (5.33) we get, setting z = x+y and choosingm > 0 appropriately∫
I1∪I2

1
`

exp
( |z|2

4`

)
d` .m

∫
I1∪I2

1
`

( `

|z|2
)m

d` .m,T
|t1 − t2|m∧1

|z|2m
.

For the term involving y = 0 we choose m = λ ∈ (0, 1] in this bound. As above
this already establishes (5.32) in the case M =∞. For M <∞ we use an arbitrary
m > 1 to bound the terms for y 6= 0. We then obtain, using as above that
|x+ y| > (1− 1√

2 )|y|∑
y∈MZ2\{0}

∫
I1∪I2

1
`

exp
( |x+ y|2

2`

)
d` .m,T |t1 − t2|

∑
y∈MZ2\{0}

1
|y|2m

.m,T |t1 − t2|M−2m .

So, (5.32) follows as well. �

Lemma 5.6. Let KM,∞ be defined by (5.30) and K∞, KM by (5.23), (5.24). For
0 6 t 6 T , 1 6M <∞ and x1, x2 ∈ R2 with |x1|, |x2| 6 M

8 we have

KM,∞(t;x1, x2) 6 C(T )(1 + log+(|x1 − x2|−1) .(5.34)

Furthermore, under the same assumptions on t,M, x1, x2 we have for every m > 1∣∣KM,∞(t;x1, x2)−K∞(t, t;x1 − x2)
∣∣ 6 C(T,m) 1

M2m ,(5.35) ∣∣KM,∞(t;x1, x2)−KM (t, t;x1 − x2)
∣∣ 6 C(T,m) 1

M2m .(5.36)

Proof. We start by establishing (5.34). The term in (5.30) corresponding to y = 0
can be bounded easily∫ t

0

∫
[−M2 ,

M
2 ]2

K(t− r, x1 − x2 − z)K(t− r,−z) dr dz

6 K∞(t, t;x1 − x2)
(5.31)
.T (1 + log+(|x1 − x2|−1) ,

where in the last inequality we have used the fact that |x1|, |x2| 6 M
8 implies

that |x1 − x2|M = |x1 − x2|. For the remaining terms we use the fact that for
z ∈ [−M2 ,

M
2 ]2 and y ∈ MZ2 \ {0} we have |z + y| > |y| − |z| > (1 − 1√

2 )|y|. We
obtain for every m > 1

∑
y∈MZ2\{0}

K(t− r,−z − y) .m
∑

y∈MZ2\{0}

1
t− r

( t− r
|z + y|2

)m
.m

(t− r)m−1

M2m ,

(5.37)

which implies that∑
y∈MZ2\{0}

∫ t

0

∫
[−M2 ,

M
2 ]2

K(t− r, x1 − x2 − z)K(t− r,−z − y) dr dz

.m
1

M2m

∫ t

0

∫
R2

(t− r)m−1K(t− r, x1 − x2 − z) dr dz .m,T
1

M2m .(5.38)

So, (5.34) follows.
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To see (5.35) we write
KM,∞(t;x1, x2)−K∞(t, t;x1 − x2)

=
∑

y∈MZ2\{0}

∫ t

0

∫
[−M2 ,

M
2 ]2

K(t− r, x1 − x2 − z)K(t− r,−z − y) dr dz

−
∫ t

0

∫
R2\[−M2 ,

M
2 ]2

K(t− r, x1 − x2 − z)K(t− r,−z) dr dz .

We have already seen above in (5.38) that the first term on the right hand side
is bounded by C(m,T )

M2m for any m > 1. For the second term, our assumption
|x1|, |x2| 6 M

8 (which implies that |x1 − x2| 6 M
4 ) enters, because it implies that

for any z /∈ [M2
M
2 ] and for m > 1 we have

K(t− r, x1 − x2 − z) .
1

t− r
exp

(
− M2

16(t− r)

)
.m

1
t− r

( t− r
M2

)m
.

Therefore, we can conclude that∫ t

0

∫
R2\[−M2 ,

M
2 ]2

K(t− r, x1 − x2 − z)K(t− r,−z) dr dz

.m
1

M2m

∫ t

0

∫
R2

(t− r)m−1K(t− r,−z)dr dz .m,T
1

M2m ,

and (5.35) is established.
Finally, in a similar way we get

KM,∞(t;x1, x2)−KM (t, t;x1 − x2)

=
∫ t

0

∫
[−M2 ,

M
2 ]2

(K(t− r, x1 − x2 − z)−KM (t− r, x1 − x2 − z))

×KM (t− r,−z) dr dz .(5.39)

We use once more the fact that |x1 + x2| 6 M
4 and argue as in (5.37) to see that

uniformly over z ∈ [−M2 ,
M
2 ]2 we have∣∣K(t− r, x1 − x2 − z)−KM (t− r, x1 − x2 − z)

∣∣ .m 1
t− r

( t− r
M

)m
.

So that after integrating out the remaining kernel KM in (5.39) we get the bound
(5.36). �

It remains to treat the case of non-zero initial condition X0 for (5.16). We will
need the following lemma only in the case d = 2, but as it causes no extra effort, we
state and prove it for arbitrary spatial dimension.

Lemma 5.7. Let |α| < 1, 1 6 p <∞ and σ > 2. Fix X ∈ B̂α,σp,p . For every M > 1,
there exists an M -periodic distribution XM ∈ B̃α,Mp,p such that for every test function
φ with compact support contained in B(0, M4 ), we have
(5.40) (XM , φ) = (X,φ).

Furthermore, the XM are bounded in B̂α,σp,p uniformly in M and converge to X in
every space B̂α̃,σ̃p,p for α̃ < α and σ̃ > σ.

Proof. Let φ ∈ C∞c be such that
φ = 1 on B(0, 1/4), φ = 0 outside of B(0, 1/3),

and let φM = φ(·/M). We define
X̃M = φMX.
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By Lemma 3.28 and the multiplicative inequality, X̃M is well-defined as an element
of B̂α,σp,p , and moreover,

sup
M>1

‖X̃M‖B̂α,σp,p
<∞.

Since X̃M is supported in B(0,M/3), we can define the M -periodic distribution

XM =
∑

z∈MZd
X̃M (· − z).

This distribution satisfies (5.40). We now show that

sup
M>1

‖XM‖B̂α,σp,p
<∞.

(It will be clear that the proof can be adapted to yield that for every M , XM is in
B̃α,Mp,p .) We start by writing, for any k > −1 and M > 1,

δkXM = δkX
(in)
M + δkX

(out)
M ,

where

δkX
(in)
M =

∑
z∈MZd

δkX̃M (· − z)1[−M2 ,
M
2 )d(· − z),

δkX
(out)
M =

∑
z∈MZd

δkX̃M (· − z)
(
1− 1[−M2 ,

M
2 )d(· − z)

)
.

For δkX(in)
M , we get

‖δkX(in)
M ‖p

L̂pσ
=

∑
z∈MZd

∫ ∣∣δkX̃M (x− z)
∣∣p1[−M2 ,

M
2 )d(x− z) ŵσ(x) dx

=
∫

[−M2 ,
M
2 )d

∣∣δkX̃M (x)
∣∣p ∑
z∈MZd

ŵσ(x+ z) dx .

For x ∈ [M2 ,
M
2 )d, we can write∑

z∈MZd
ŵσ(x+ z) = ŵσ(x) +

∑
z∈MZd
z 6=0

1
|x+ z|σ∗

. ŵσ(x) +
∑

z∈MZd
z 6=0

1
|z|σ

. ŵσ(x) +M−σ ,

where we have used that fact that uniformly over M > 1, x ∈ [M2 ,
M
2 )d and

0 6= z ∈ MZd, we have |z| . |x + z|. Observing that uniformly over M > 1 and
x ∈ [M2 ,

M
2 )d, we have wσ(x) &M−σ, we can conclude that∑

z∈MZd
ŵσ(x+ z) . ŵσ(x) ,

and hence ‖δkX(in)
M ‖p

L̂pσ
. ‖δkX̃M‖p

L̂pσ
.

In order to treat δkX(out)
M , we recall that δkX̃M = ηk ? X̃M , where ηk = 22kη(2k·)

and η ∈ S. Formally,

|δkX̃M |(x) =
∫
ηk(x− ·)X̃M =

∫
ηk(x− ·)
ŵσ

φ2M X̃M ŵσ,

and arguing by density, we obtain by Proposition 3.23 that

|δkX̃M |(x) 6
∥∥∥∥ηk(x− ·)

ŵσ
φ2M

∥∥∥∥
B̂−α,σp,p

‖X̃M‖B̂α,σp,p
.
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Since η ∈ S, it is straightforward to check (using for instance (3.8)) that for any l,
there exists C <∞ such that uniformly over M > 1 and |x| >M ,

|δkX̃M |(x) 6 C

|2kx|l ‖X̃M‖B̂α,σp,p
.

This bound allows to give a uniform bound on δkX(out)
M (x). We can assume without

loss of generality that x ∈ [M2 ,
M
2 )d and write

δkX
(out)
M (x) =

∑
z∈MZd
z 6=0

δkX̃M (x− z) . ‖X̃M‖B̂α,σp,p

∑
z∈MZd
z 6=0

C

2kl|z + x|l

. ‖X̃M‖B̂α,σp,p
2−klM−l .

Integrating the p-th power of this uniform bound against ŵσ, we obtain the desired
bound on ‖δkX(out)

M ‖p
L̂pσ

, and hence the uniform in M bound on ‖XM‖pB̂α,σp,p

. The
fact that ‖XM‖pB̃α,Mp,p

<∞ follows by the same arguments.
To see the convergence of XM to X as M tends to infinity, we only need to recall

that by Proposition 3.29 and (3.10), the embedding of B̂α,σp,p into B̂α̃,σ̃p,p is compact,
and that every accumulation point is identified to be X by (5.40). �

For M > 1 and every integer n > 1, let Z:n: and Z:n:
M be the modifications

constructed in Theorem 5.4 (we drop the tildes for notational convenience). We
define

V (t) = e∆tX0 VM (t) = e∆tX0;M ,

where X0;M is the periodic distribution constructed from X0 as in Lemma 5.7. We
also define

c(t) =
∫ 1

t

∫
R2
K(r, x)2 dx = log(t−1)

8π , cM (t) =
∫ 1

t

∫
[−M2 ,M2 ]2

KM (r, x)2 dx.

It is easy to see that uniformly in t ∈ [0, 1],∣∣c(t)− cM (t)
∣∣ 6 4‖K1M‖2L2([0,1]×R2) 6

( 2
π

) 3
2 1
M
e−

M2
2 ,(5.41)

where 1M is used as a shorthand for the indicator function of the set {(t, x) : x /∈
[−M2

M
2 ]2}.

Finally, we set
Z :1:
t = Zt = Z(t) + V (t) ,(5.42)

Z :2:
t =

(
Z:2:(t)− c(t)

)
+ 2Z(t)V (t) + V (t)2 ,

Z :3:
t =

(
Z:3:(t)− 3c(t)Z(t)

)
+ 3
(
Z:2:(t)− c(t)

)
V (t) + 3Z(t)V 2(t) + V (t)3 ,

and we define Z :1:
t;M , Z :2:

t;M , Z :3:
t;M by replacing all the distributions Z,Z:2:,Z:3:, V and

c by ZM ,Z:2:
M ,Z:3:

M , VM , cM in the definitions above.

Remark 5.8. We introduce the additional constant c(t) to be consistent with the
smooth approximation referred to in Remark 1.4 (and with [DPD, Ha] as well as
our companion paper [MW]).

As in Section 1.1, let ξδ be a regularised space-time white noise, and let Zδ be
the solution of the stochastic heat equation (5.16) with ξ replaced by ξδ. For every
positive δ, Zδ is a smooth function, and hence arbitrary powers of it can be defined
without ambiguity. Furthermore, Itô’s formula for iterated stochastic integrals (see
[Nu, Prop 1.1.3]) shows that

Zδ → Z, Z2
δ − cδ(t)→ Z:2:, Z3

δ − 3cδ(t)Zδ → Z:3: ,
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where cδ(t) = ‖K1[0,t]×R2 ∗ ρδ‖2L2(R×R2). Indeed, [Nu, Prop 1.1.3] immediately
implies that this convergence holds in L2(Ω,F ,P) for fixed time t and test function φ.
Adapting the argument in Theorem 5.4, it is also possible to establish that this
convergence holds in weighted Besov spaces (see [Ha, Section 10] for calculations in
this spirit).

However, above we announced that the renormalised powers arise as limit of a
renormalisation procedure with time-independent normalisation constants. The
time dependence of the c(t) is somewhat artificial and only arises because of our
choice to start (5.16) with zero as initial datum.

This issue can easily be removed by setting

cδ = ‖K1[0,1]×R2 ∗ ρδ‖2L2(R×R2)

and defining the renormalised powers as limits of

Z2
δ − cδ and Z3

δ − 3cδZδ

The c(t) in the definition of Zn:
t arise as the limit of cδ − cδ(t).

We summarise the results of this section in the following corollaries. The second
integrability index of the weighted Besov spaces will not be important, and from
now on we will always choose it as ∞. The first corollary will be used as input in
the construction of the periodic solutions on a torus, see Section 6.

Corollary 5.9. Fix 0 < ᾱ 6 1 and T > 0, σ > 2 and p > 1. We assume that
X0 ∈ B̂−ᾱ,σp,∞ .

Then for n = 1, 2, 3, α = ᾱ+ 2
p and α′ > α we have for every 1 6M <∞

E sup
0<t6T

t(n−1)α′p‖Z :n:
t;M‖

p

B̃−α,M∞,∞
<∞ .(5.43)

Proof. First we observe that for M <∞ the bound (5.21) implies for all n

E sup
06t6T

‖Z:n:
M (t)‖p

B̃−α,M∞,∞
<∞ .

Indeed, we can chose ᾱ = α
2 and p̄ = 4

α ∨ p to get

E sup
06t6T

‖Z:n:
M (t)‖p

B̃−α,M∞,∞
6

(
E sup

06t6T
‖Z:n:

M (t)‖p̄
B̃−α,M∞,∞

) p
p̄

Prop.3.7,(3.10)
.

(
E sup

06t6T
‖Z:n:

M (t)‖p̄
B̃−ᾱ,Mp̄,p̄

) p
p̄

<∞ .

We get for any β > −α

‖VM (t)‖B̃β,M∞,∞
Prop. 3.11
. t−

α+β
2 ‖X0;M‖B̃−α,M∞,∞

. t−
α+β

2 ‖X0;M‖B̃−ᾱ,Mp,p

Lem. 5.7
. t−

α+β
2 ‖X0‖B̂−ᾱ,σp,p

.

Furthermore, (5.41) implies that cM (t) . 1 + (log(t−1) ∨ 0) uniformly over t ∈
[0, T ]. The desired bound (5.43) then follows from the multiplicative inequality,
Corollary 3.21. �

The following corollary will be used together with the a priori bounds of Section 7,
to show the convergence (along a subsequence) of the periodised solutions when M
goes to infinity (see Section 8).
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Corollary 5.10. Fix 0 < α 6 1, T > 0, σ > 2, p > 3, and assume that X0 ∈ B̂−α,σp,∞ .
For every α′ > α and σ̃ > σ, with probability one, there exists a sequence (Mk)k
going to infinity such that for n = 1, 2, 3,

sup
k

sup
0<t6T

t(n−1)α′‖Z :n:
t;Mk
‖B̂−α,σp

n
,∞

<∞ ,

lim
k→∞

sup
0<t6T

t(n−1)α′‖Z :n:
t − Z :n:

t;Mk
‖B̂−α′,σ̃p

n
,∞

= 0 .

Proof. By (5.19) and (5.22), with probability one, there exists a sequence (Mk)k
going to infinity and such that for n = 1, 2, 3,

sup
k

sup
06t6T

‖Z:n:
Mk

(t)‖
B̂−α,σp
n
,∞

<∞,

lim
k→∞

sup
06t6T

‖Z:n:(t)− Z:n:
Mk

(t)‖
B̂−α,σ̃p
n
,∞

= 0 .

Furthermore, according to (5.41), we have
cM (t) . 1 +

(
log(t−1) ∨ 0

)
,

lim
M→∞

sup
06t6T

∣∣cM (t)− c(t)
∣∣ = 0 ,

where the implicit constant in the first inequality is uniform inM . Finally, Lemma 5.7
and Proposition 3.11 imply that

‖VM (t)‖B̂γ,σp,∞ . t
− γ−α2 lim

M→∞
sup

06t6T
t
γ−α′

2 ‖VM (t)− V (t)‖B̂γ,σ̃p,∞ = 0 ,

where the first inequality is valid for any γ > −α and the second for γ > −α′.
This bound and the multiplicative inequalities in Corollaries 3.19 and 3.21 imply

that for any α′′ > α and γ > −α in the first inequality and for α′′ > α′ and γ > −α′
in the second inequality, we get for n = 1, 2, 3 that

‖V nM (t)‖B̂γ,σp
n
,∞
. t−

(n−1)α′′+γ+nα
2

lim
M→∞

sup
06t6T

t
(n−1)α′′+γ+(n−1)α+α′

2 ‖V nM (t)− V n(t)‖B̂γ,σ̃p
n
,∞

= 0 .

We can always choose α′′ such that α′′+α
2 < α′. Then the desired bound follows

from another application of the multiplicative inequality, Corollary 3.21, using at
several places the fact that according to (3.10) decreasing the integrability index p
only makes a Besov norm weaker. �

6. Construction of solutions on the torus

The aim of this section is to show existence and uniqueness of global solutions of
(1.6) in the periodic case.

Since for the most part, the index q in B̃α,Mp,q will not play an important role in
our analysis, we introduce the slightly lighter notation
(6.1) B̃α,Mp := B̃α,Mp,∞ .

Let 0 < α < α′ < 1/3 (that we think of as being small), β ∈ (1, 2) (that we think
of as being close to 2) and T > 0. For Z = (Z,Z(2), Z(3)) in the set

C([0, T ], B̃−α,M∞ )× C((0, T ], B̃−α,M∞ )× C((0, T ], B̃−α,M∞ ),
we write

(6.2) ‖Z‖Z̃M
∞

:= sup
06t6T

(
‖Zt‖B̃−α,M∞

∨ tα
′
‖Z(2)

t ‖B̃−α,M∞
∨ t2α

′
‖Z(3)

t ‖B̃−α,M∞

)



GLOBAL WELL-POSEDNESS OF THE DYNAMIC Φ4 MODEL IN THE PLANE 37

(recall that a∨b stands for the maximum between a and b). We let Z̃ M
∞ be the set of

Z such that this norm is finite. For Y ∈ C([0, T ], B̃β,M∞ ), Z = (Z,Z(2), Z(3)) ∈ Z̃ M
∞

and t 6 T , we write

(6.3) Ψ(Yt, Zt) = −Y 3
t − 3Y 2

t Zt − 3YtZ(2)
t − Z

(3)
t + a(Yt + Zt).

The multiplicative inequalities imply that Ψ(Yt, Zt) is well-defined for every t > 0
(it actually suffices that Y belong to C([0, T ], B̃α′′,M∞ ) for some α′′ > α). For a given
Y0 ∈ B̃β,M∞ and T > 0, we wish to solve

(6.4)
{
∂tY = ∆Y + Ψ(Y, Z) on [0, T ]× R2,
Y (0, ·) = Y0,

which we interpret in the mild form. That is, we say that Y solves (6.4) if Y ∈
C([0, T ], B̃β,M∞ ) and if for every t 6 T ,

Yt = et∆Y0 +
∫ t

0
e(t−s)∆Ψ(Ys, Zs) ds.

We let S̃T,M∞ (Y0, Z) be the set of solutions of (6.4).
The goal of this section is to prove the following global existence and uniqueness

result for (6.4).
Theorem 6.1 (global existence and uniqueness on the torus). For every β ∈
(1, 2), the following holds for 0 < α < α′ sufficiently small. Let T > 0, M > 0,
Z = (Z,Z(2), Z(3)) ∈ Z̃ M

∞ and Y0 ∈ B̃β,M∞ . There exists exactly one solution of
equation (6.4) over the time interval [0, T ]. In other words, the set S̃T,M∞ (Y0, Z) is
a singleton.
Theorem 6.2 (local existence and uniqueness on the torus). Let p ∈ [1,∞) be such
that

(6.5) α′ + β

2 + 3
(
α′ + 1

p

)
< 1,

let Z = (Z,Z(2), Z(3)) ∈ Z̃ M
∞ and K > 0. There exists T ? such that for every

Y0 ∈ B̃β,M∞ satisfying ‖Y0‖L̃p
M
6 K, equation (6.4) has exactly one solution over the

time interval [0, T ? ∧ T ]. In other words, the set S̃T?∧T,M∞ (Y0, Z) is a singleton.
Remark 6.3. The condition on α′, β and p displayed in (6.5) can be improved. Note
that it suffices to assume α′ to be sufficiently small to ensure that a p ∈ [1,∞) exists
that satisfies (6.5).
Proof of Theorem 6.2. An important aspect of the theorem is that we want T ? to
depend on Y0 only through the bound K on ‖Y0‖L̃p

M
. In order to achieve this, we

split the construction of a solution into two steps. In the first step, we construct a
mild solution using only the information that Y0 ∈ L̃pM ; the price to pay for this is
that the solution will be defined in a larger space than anticipated. In the second
step, we show using the additional information that Y0 ∈ B̃β,M∞ that the solution
thus constructed belongs to C([0, T ?], B̃β,M∞ ). Finally, we argue about uniqueness in
a third step.
Step 1 . In view of (6.5), we can choose α′′ > α′ such that

α′′ + β

2 + 3
(
α′′ + 1

p

)
< 1.

We construct a solution of (6.4) in C((0, T ?], B̃α′′,M∞ ) by a fixed point argument. Let
γ be such that

(6.6) γ > α′′ + 1
p

and α′′ + β

2 + 3γ < 1.
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For notational convenience, we assume that T > 1. For any T ? 6 1, we define the
norm

|||Y |||T? = sup
06t6T?

tγ‖Yt‖B̃α′′,M∞
,

and the ball
BT? = {Y ∈ C((0, T ], B̃α

′′,M
∞ ) : |||Y |||T? 6 1}.

For Y ∈ BT? , we let

(6.7) MT?Y (t) = et∆Y0 +
∫ t

0
e(t−s)∆Ψ(Ys, Zs) ds (t 6 T ?).

Our aim is to show that for T ? small enough, the operator MT? is a contraction from
BT? into itself. To begin with, it is clear that for every t, MT?Y (t) is M -periodic.
We now argue that for T ? sufficiently small, MT? maps BT? into itself. (The
periodic versions of) Propositions 3.7 and 3.11 ensure that

‖et∆Y0‖B̃α′′,M∞
. ‖et∆Y0‖

B̃
α′′+ 2

p
,M

p

. t−
(
α′′
2 + 1

p

)
‖Y0‖B̃0,M

p
. t−

(
α′′
2 + 1

p

)
‖Y0‖L̃p

M
,

where we used Remark 3.6 in the last step. From this, one can check that t 7→ et∆Y0
is in C((0, T ], B̃α′′,M∞ ), and moreover,

|||e·∆Y0|||T?

can be made arbitrarily small by taking T ? small enough (in terms of K) since
γ > α′′

2 + 1
p .

Concerning the integral term in (6.7), we observe that by the multiplicative
inequalities (and the trivial embedding of Besov spaces B̃α,M∞ as α varies),

(6.8) ‖Ψ(Ys, Zs)‖B̃−α,M∞
. ‖Ys‖3B̃α′′,M∞

+ ‖Ys‖2B̃α′′,M∞
‖Zs‖B̃−α,M∞

+ ‖Ys‖B̃α′′,M∞
‖Z(2)

s ‖B̃−α,M∞
+ ‖Z(3)

s ‖B̃−α,M∞
+ ‖Ys‖B̃α′′,M∞

+ ‖Zs‖B̃−α,M∞
.

Moreover, since ‖Z‖Z̃M
∞

is finite (see (6.2)), if Y ∈ BT? , then

‖Ψ(Ys, Zs)‖B̃−α,M∞
. s−3γ + s−2γ + s−γ−α

′
+ s−2α′ . s−3γ ,

since we assume that γ > α′′ > α′. As a consequence, using Proposition 3.11 again,∥∥∥∥∫ t

0
e(t−s)∆Ψ(Ys, Zs) ds

∥∥∥∥
B̃α
′′,M
∞

.
∫ t

0
(t− s)−

α+α′′
2 ‖Ψ(Ys, Zs)‖B̃−α,M∞

ds

(α6α′′)
.

∫ t

0
(t− s)−α

′′
s−3γ ds

. t1−α
′′−3γ ,

where we used the fact that α′′ < 1 and 3γ < 1 in the last step. Recalling (6.6)
and β > 1, we see that 1− α′′ − 2γ > 2− β − α′′ − 6γ > 0, so that the right-hand
side above multiplied by tγ tends to 0 as t tends to 0. The fact that the process
t 7→

∫ t
0 e

(t−s)∆Ψ(Ys, Zs)ds taking values in B̃α,M∞ is continuous poses no additional
difficulty. Hence, we have shown that the ||| · |||T? -norm of this process can be made
arbitrarily small provided that we choose T ? small enough.

This concludes the proof that for T ? sufficiently small, the operator MT? maps
BT? into itself. The contraction property then follows along similar lines.
Step 2 . We now take the solution Y ∈ C((0, T ?], B̃α′′,M∞ ) constructed in Step 1 and
show that it actually belongs to C([0, T ?], B̃β,M∞ ). Recall that

Yt = et∆Y0 +
∫ t

0
e(t−s)∆Ψ(Ys, Zs) ds,
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and that we already know that
tγ‖Yt‖B̃α′′,M∞

<∞.

By Remark 3.13, the function t 7→ et∆Y0 belongs to C([0, T ?], B̃β,M∞ ). Similarly to
what was done in the previous step, we can estimate∥∥∥∥∫ t

0
e(t−s)∆Ψ(Ys, Zs) ds

∥∥∥∥
B̃β,M∞

.
∫ t

0
(t− s)−

α+β
2 ‖Ψ(Ys, Zs)‖B̃−α,M∞

ds

.
∫ t

0
(t− s)−

α+β
2 s−3γ ds

. t1−
α+β

2 −3γ ,

since we have α+β
2 < 1 and 3γ < 1. The continuity of t 7→

∫ t
0 e

(t−s)∆Ψ(Ys, Zs)ds in
B̃β,M∞ at any point in (0, T ?] follows along the same lines. The continuity at time 0
follows from the fact that (recall (6.6) and α < α′′)

α+ β

2 + 3γ < 1.

Step 3 . For T ? as defined by Step 1, let Y, Ỹ ∈ S̃T?,M∞ (Y0, Z). We wish to show
that Y = Ỹ . Since Y, Ỹ ∈ C([0, T ], B̃β,M∞ ), it follows from the reasoning in Step 1
that one can find T ?? 6 T ? depending only on

sup
t6T?

‖Yt‖B̃β,M∞ and sup
t6T?

‖Ỹt‖B̃β,M∞

such that both Y and Ỹ belong to BT?? . Since T ?? 6 T ?, the argument in Step 1
ensures that MT?? is a contraction from BT?? into itself. As a consequence, Y and
Ỹ coincide on [0, T ??]. We can then iterate the reasoning (keeping the same T ??)
and thus guarantee that Y and Ỹ coincide on the whole interval [0, T ?]. (Note that
this argument is easily adapted to show the uniqueness part of Theorem 6.1.) �

In order to upgrade the local existence result to a global one, we need a control
of the L̃pM norm of the solution.

Theorem 6.4 (A priori estimate on the torus). Let p be an even positive integer
such that

(6.9) α′(p+ 2) < 1 and α′ + β

2 + 3
(
α′ + 1

p

)
< 1,

let T > 0, M > 0 and Z ∈ Z̃ M
∞ . There exists C <∞ such that if Y ∈ S̃T?,M∞ (Y0, Z)

for some T ? 6 T , then
sup

06t6T?
‖Yt‖L̃p

M
6 ‖Y0‖L̃p

M
+ C.

At a formal level, the idea for proving this a priori bound consists in testing
equation (6.4) against Y p−1, which leads to a useful identity concerning ∂t‖Yt‖pL̃p

M

.
The rigorous derivation will need several preliminary steps, starting with a time
regularity estimate.

Proposition 6.5 (Time regularity of solutions). Let Y ∈ S̃T,M∞ (Y0, Z), and assume
that (6.9) holds for some p. For every κ < β/2, Y is κ-Hölder continuous as a
function from [0, T ] to L̃∞M .

Proof. We show Hölder regularity of Y at time 0, the adaptation to arbitrary times
in [0, T ] being straightforward. For conciseness, we write
(6.10) Ψs := Ψ(Ys, Zs).
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By definition of the notion of solution, we have

Yt = et∆Y0 +
∫ t

0
e(t−s)∆Ψs ds.

The fact that t 7→ et∆Y0 is κ-Hölder continuous as a function [0, T ] → L̃∞M is a
consequence of Proposition 3.12 (and Remarks 3.4 and 3.5) and of the fact that
Y0 ∈ B̃β,M∞ . For the time integral, we use (6.8) again (but with the additional
information that Y ∈ C([0, T ], B̃β,M∞ )) to obtain that

(6.11) ‖Ψs‖B̃−α,M∞
. s−2α′ ,

so that ∥∥∥∥∫ t

0
e(t−s)∆Ψs ds

∥∥∥∥
B̃α,M∞

.
∫ t

0
(t− s)−α‖Ψs‖B̃−α,M∞

ds

.
∫ t

0
(t− s)−αs−2α′ ds

(α6α′)
. t1−3α′ .

The result follows since 1− 3α′ > β/2 by (6.9). �

We denote by 〈 · , · 〉M the scalar product in L̃2
M .

Remark 6.6. By Proposition 3.23, for every γ ∈ R, the mapping (f, g) 7→ 〈f, g〉M
extends to a continuous bilinear form on B̃γ,M∞ × B̃−γ,M1,1 , and thus also on B̃γ,M∞ ×
B̃−γ+ε,M
∞ for every ε > 0 by Remarks 3.3 and 3.4. In particular, by Lemma 3.2,

we see that for every α ∈ R and M -periodic φ ∈ C∞, the mapping f 7→ 〈f, φ〉M
extends to a continuous linear form on B̃α,M∞ .

Proposition 6.7 (A mild solution is a weak solution). If Y ∈ S̃T,M∞ (Y0, Z), then
for every φ ∈ B̃1,M

∞ and t 6 T ,

(6.12) 〈Yt, φ〉M − 〈Y0, φ〉M =
∫ t

0
[−〈∇Ys,∇φ〉M + 〈Ψ(Ys, Zs), φ〉M ] ds.

Proof. Step 1. Recall our notation (6.10). We first show that for every M -periodic
φ ∈ C∞ and t 6 T ,

(6.13) 〈Yt, φ〉M − 〈Y0, φ〉M =
∫ t

0
[〈Ys,∆φ〉M + 〈Ψs, φ〉M ] ds.

Since Y is a mild solution of (6.4),∫ t

0
〈Ys,∆φ〉M ds =

∫ t

0

〈
es∆Y0 +

∫ s

0
e(s−u)∆Ψu du,∆φ

〉
M

ds.

Observe that for every s > 0,〈
es∆Y0,∆φ

〉
M

=
〈
∆es∆Y0, φ

〉
M

= ∂s
〈
es∆Y0, φ

〉
M
,

so that ∫ t

0

〈
es∆Y0,∆φ

〉
M

ds =
〈
et∆Y0, φ

〉
M
− 〈Y0, φ〉M .

Similarly, we compute∫ t

0

∫ s

0
∆e(s−u)∆Ψu duds =

∫ t

0

∫ t

u

∆e(s−u)∆Ψu dsdu

=
∫ t

0
(e(t−u)∆ − Id)Ψu du.
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Combining the two, we obtain∫ t

0

〈
es∆Y0,∆φ

〉
M

ds

=
〈
et∆Y0 +

∫ t

0
e(t−u)∆Ψu du, φ

〉
M

−
∫ t

0
〈Ψu, φ〉M du− 〈Y0, φ〉M ,

which is (6.13).
Step 2. We now conclude the proof. First, the mapping f 7→ 〈∇f,∇φ〉M is
continuous over B̃β,M∞ , so we have 〈Ys,∆φ〉M = −〈∇Ys,∇φ〉M . Hence, for every
φ ∈ C∞(R2),

〈Yt, φ〉M − 〈Y0, φ〉M =
∫ t

0
[−〈∇Ys,∇φ〉M + 〈Ψs, φ〉M ] ds.

It then suffices to argue by density using (6.11), Proposition 3.8 and Remark 6.6. �

We are now ready to derive a rigorous version of the identity on ∂t‖Yt‖pL̃p
M

alluded
to before.

Proposition 6.8 (Testing against Y p−1
t ). Let Y ∈ S̃T,M∞ (Y0, Z). For every even

positive integer p such that (6.9) holds,
1
p

(
‖Yt‖pL̃p

M

− ‖Y0‖pL̃p
M

)
=
∫ t

0

[
−(p− 1)

〈
∇Ys, Y p−2

s ∇Ys
〉
M

+
〈
Ψs, Y

p−1
s

〉
M

]
ds.

Remark 6.9. We could of course extend Proposition 6.7 to allow for functions φ
that depend smoothly on time. This would bring about the additional term

(6.14)
∫ t

0
〈Ys, ∂sφs〉M ds.

However, since t 7→ Y p−1
t is only Hölder continuous in time (see Proposition 6.5),

it is not clear a priori how to make sense of (6.14) for φ = Y p−1. In essence, the
argument below consists in noticing that we can make sense of Young integrals
when both the integrand and the integrator are Hölder continuous for an exponent
strictly above 1/2.

Proof of Proposition 6.8. We begin by observing that, for any 0 6 u 6 v 6 T ,
‖Yv‖pL̃p

M

− ‖Yu‖pL̃p
M

=
〈
Yv, Y

p−1
v

〉
M
−
〈
Yu, Y

p−1
u

〉
M

=
〈
Yv, Y

p−1
u

〉
M
−
〈
Yu, Y

p−1
u

〉
M

+
〈
Yv, Y

p−1
v − Y p−1

u

〉
M
,

so by Proposition 6.7,

‖Yv‖pL̃p
M

− ‖Yu‖pL̃p
M

−
〈
Yv, Y

p−1
v − Y p−1

u

〉
M

=
∫ v

u

[
−
〈
∇Ys,∇(Y p−1

u )
〉
M

+
〈
Ψs, Y

p−1
u

〉
M

]
ds.

For any subdivision t = (t0, . . . , tn) such that 0 = t0 6 · · · 6 tn = t, we thus have
‖Yt‖pL̃p

M

− ‖Y0‖pL̃p
M

−S(t) = I(t),

where we used the shorthand notation

S(t) =
n−1∑
i=0

〈
Yti+1 , Y

p−1
ti+1
− Y p−1

ti

〉
M
,

I(t) =
n−1∑
i=0

∫ ti+1

ti

[
−
〈
∇Ys,∇(Y p−1

ti )
〉
M

+
〈

Ψs, Y
p−1
ti

〉
M

]
ds.
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Since t 7→ Yt is a continuous function from [0, T ] to B̃β,M∞ with β > 1, in particular
t 7→ ∇Yt is a continuous function from [0, T ] to L̃∞M by Proposition 3.8. Using also
(6.11), one can check that as the subdivision gets finer and finer,

I(t)→
∫ t

0

[
−(p− 1)

〈
∇Ys, Y p−2

s ∇Ys
〉
M

+
〈
Ψs, Y

p−1
s

〉
M

]
ds.

We now argue that as the subdivision t gets finer and finer,

(6.15) S(t)→ p− 1
p

(
‖Yt‖pL̃p

M

− ‖Y0‖pL̃p
M

)
.

Note that

(6.16) Y p−1
ti+1
− Y p−1

ti = (Yti+1 − Yti)(Y
p−2
ti+1

+ · · ·+ Y p−2
ti ).

We show that the contribution of each term in the sum above is asymptotically the
same as the contribution of the first one. For instance with the last term,〈

Yti+1 , (Yti+1 − Yti)Y
p−2
ti+1

〉
M
−
〈
Yti+1 , (Yti+1 − Yti)Y

p−2
ti

〉
M

=
〈

(Yti+1 − Yti)2, Yti+1(Y p−3
ti+1

+ · · ·+ Y p−3
ti )

〉
M
.

Since t 7→ Yt is bounded in L̃pM , an application of Hölder’s inequality leads to∣∣∣〈Yti+1 , (Yti+1 − Yti)Y
p−2
ti+1

〉
M
−
〈
Yti+1 , (Yti+1 − Yti)Y

p−2
ti

〉
M

∣∣∣
=
∣∣∣〈Yti+1(Y p−3

ti + · · ·+ Y p−3
ti+1

), (Yti+1 − Yti)2
〉
M

∣∣∣ . ‖Yti+1−Yti‖2L̃p
M

. |ti+1−ti|2κ

for some κ > 1/2, see Proposition 6.5. We can argue similarly for the other terms in
the sum (6.16). This estimate implies that as the subdivision t gets finer and finer,
the difference between S(t) and

(6.17)
n−1∑
i=0

〈
Yti+1 , (p− 1)Y p−2

ti+1
(Yti+1 − Yti)

〉
M

tends to 0. The same argument also shows that the difference between

‖Yt‖pL̃p
M

− ‖Y0‖pL̃p
M

=
n−1∑
i=0

(
‖Yti+1‖

p

L̃p
M

− ‖Yti‖
p

L̃p
M

)
and

(6.18)
n−1∑
i=0

〈
1, pY p−1

ti+1
(Yti+1 − Yti)

〉
M

tends to 0. Since the quantity in (6.17) is (p− 1)/p times that in (6.18), these two
observations imply (6.15). �

Proof of Theorem 6.4. Recall that Ψ(Ys, Zs) is defined as a sum of terms, see (6.3).
If we decompose it as Ψ(Ys, Zs) = −Y 3

s + Ψ′(Ys, Zs), we can then rewrite the
identity of Proposition 6.8 as

(6.19) 1
p

(
‖Yt‖pL̃p

M

− ‖Y0‖pL̃p
M

)
+
∫ t

0

[
(p− 1)

∥∥∥Y p−2
s |∇Ys|2

∥∥∥
L̃1
M

+ ‖Y p+2
s ‖L̃1

M

]
ds

=
∫ t

0

〈
Ψ′(Ys, Zs), Y p−1

s

〉
M

ds.
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We will now show that the integrand on the right-hand side is controlled by the
integrand on the left-hand side. For notational convenience, we write

As =
∥∥∥Y p−2

s |∇Ys|2
∥∥∥
L̃1
M

, Bs = ‖Y p+2
s ‖L̃1

M
.

Decomposing Ψ′ as a sum of terms, we see that the first term we need to estimate
is
〈
Y 2
s Zs, Y

p−1
s

〉
M

=
〈
Y p+1
s , Zs

〉
M
. By Proposition 3.23, we have∣∣〈Y p+1

s , Zs
〉
M

∣∣ . ‖Y p+1
s ‖B̃α,M1,1

‖Zs‖B̃−α,M∞
.

By Proposition 3.25, we get
‖Y p+1

s ‖B̃α,M1,1
. ‖Y p+1

s ‖1−α
L̃1
M

‖Y ps ∇Ys‖αL̃1
M

+ ‖Y p+1
s ‖L̃1

M
.

and by the Cauchy-Schwarz inequality,
‖Y ps ∇Ys‖2L̃1

M

6 ‖Y p−2
s |∇Ys|2‖L̃1

M
‖Y p+2

s ‖L̃1
M

= AsBs.

Moreover, Jensen’s inequality implies that ‖Y p+1
s ‖L̃1

M
. B

p+1
p+2
s (where the implicit

constant depends on M). Using also the fact that sups6T ‖Zs‖B̃−α,M∞
<∞, we get

(6.20)
∣∣〈Y p+1

s , Zs
〉
M

∣∣ . Aα
2
s B

α
2 +(1−α) p+1

p+2
s +B

p+1
p+2
s .

This term is controlled by an arbitrarily small constant times (As +Bs). Indeed,
we observe that since

α

2 +
(
α

2 + (1− α)p+ 1
p+ 2

)
< 1,

one can define exponents γ1 < 1, γ2 < 1 such that
α

2γ1
+ 1
γ2

(
α

2 + (1− α)p+ 1
p+ 2

)
= 1,

and Young’s inequality (the one for products, not for convolutions!) implies that∣∣〈Y p+1
s , Zs

〉
M

∣∣ . Aγ1
s +Bγ2

s +B
p+1
p+2
s .

Since supx>0(−x+xγ) <∞ for any γ < 1, it is clear that the right-hand side above
is bounded by 1

10 (As +Bs) plus a universal constant.
Estimating the other terms coming from Ψ′ is similar. For instance, the sec-

ond term we need to estimate is
〈
YsZ

(2)
s , Y p−1

s

〉
M

=
〈
Y ps , Z

(2)
s

〉
M
. By the same

reasoning, ∣∣∣〈Y ps , Z(2)
s

〉
M

∣∣∣ . ‖Y ps ‖B̃α,M1,1
‖Z(2)

s ‖B̃−α,M∞
,

with
‖Y ps ‖B̃α,M1,1

. ‖Y p−1
s ∇Ys‖L̃1

M
+ ‖Y ps ‖L̃1

M

.
√
As‖Y ps ‖L̃1

M
+ ‖Y ps ‖L̃1

M

.

√
AsB

1− 2
p+2

s +B
1− 2

p+2
s

. A
1− 1

p+2
s +B

1− 1
p+2

s +B
1− 2

p+2
s ,

where for simplicity, we used Remark 3.26 instead of the full strength of Propo-
sition 3.25 in the first line, and then the Cauchy-Schwarz, Jensen and Young
inequalities. Since ‖Z‖Z̃M

∞
is finite (see (6.2)), we have ‖Z(2)

s ‖B̃−α,M∞
. s−α

′ , and
thus ∣∣∣〈Y ps , Z(2)

s

〉
M

∣∣∣ . (A1− 1
p+2

s +B
1− 1

p+2
s +B

1− 2
p+2

s

)
s−α

′
.
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Observing that supx>0(−x+ axγ) . a
1

1−γ , we obtain that

(6.21) − As +Bs
10 +

∣∣∣〈Y ps , Z(2)
s

〉
M

∣∣∣ . s−α′(p+2).

Similarly, ∣∣∣〈Y p−1
s , Z(3)

s

〉
M

∣∣∣ . (A1− 2
p+2

s +B
1− 2

p+2
s +B

1− 3
p+2

s

)
s−2α′ ,

so that

(6.22) − As +Bs
10 +

∣∣∣〈Y p−1
s , Z(3)

s

〉
M

∣∣∣ . s−α′(p+2).

The remaining terms are treated in the same way. In short, we have shown that
1
p

(
‖Yt‖pL̃p

M

− ‖Y0‖pL̃p
M

)
.
∫ t

0
s−α

′(p+2) ds.

The integral on the right-hand side is finite since α′(p + 2) < 1, so the proof is
complete. �

Proof of Theorem 6.1. We assume that α′ is sufficiently small that there exists a
positive integer such that (6.9) holds. In order to construct a global solution, we
take T ? from Theorem 6.2 according to the a priori bound on the L̃pM norm of the
solution provided by Theorem 6.4, and then simply glue together local solutions
until the time interval [0, T ] is covered. Uniqueness was already obtained in Step 3
of Theorem 6.2. �

7. A priori estimates

The goal of this section is to derive strong a priori estimates on solutions of (1.6).
This will enable us to show that “periodised” solutions of (1.6) constructed in the
previous section all belong to suitable compact subsets of polynomially weighted
Besov spaces.

Our setting bears similarities with that of the previous section. One main
difference with what was done before is that we will work with polynomially
weighted Besov spaces instead of “periodised” ones. We assume throughout that
σ > d = 2, and introduce the slightly lighter notation

B̂α,σp := B̂α,σp,∞.

Let 0 < α < α′ < 1/6, β ∈ (1, 2), T > 0 and p > 1. For Z = (Z,Z(2), Z(3)) in the
set

C([0, T ], B̂−α,σ3p )× C((0, T ], B̂−α,σ2p )× C((0, T ], B̂−α,σp ),
we write

(7.1) ‖Z‖
Ẑ σ

3p
= sup

0<t6T

(
‖Zt‖B̂−α,σ3p

∨ tα
′
‖Z(2)

t ‖B̂−α,σ2p
∨ t2α

′
‖Z(3)

t ‖B̂−α,σp

)
.

We let Ẑ σ
3p be the set of Z such that this norm is finite. For Y ∈ C([0, T ], B̂β,σ3p ),

Z = (Z,Z(2), Z(3)) ∈ Ẑ σ
3p and t 6 T , we write

(7.2) Ψt = Ψ(Yt, Zt) = −Y 3
t − 3Y 2

t Zt − 3YtZ(2)
t − Z

(3)
t + a(Yt + Zt).

The multiplicative inequalities imply that Ψ(Yt, Zt) is well-defined for every t > 0,
since we assume p > 1. Since we will ultimately only be interested in solutions
with Y0 = 0, we take advantage of this simplification right away and only consider
solutions of

(7.3)
{
∂tY = ∆Y + Ψ(Y, Z) on [0, T ]× R2,
Y (0, ·) = 0.



GLOBAL WELL-POSEDNESS OF THE DYNAMIC Φ4 MODEL IN THE PLANE 45

Again, we will interpret this equation in the mild form. More precisely, we write
Y ∈ ŜT,σ3p (Z) if Y ∈ C([0, T ], B̂β,σ3p ) and if for every t 6 T ,

Yt =
∫ t

0
e(t−s)∆Ψ(Ys, Zs) ds.

We will assume throughout that

p is an even positive integer such that

α′(p+ 2) < 3/4 and α′ + β

2 + 3α′ < 1.(7.4)

Our strategy parallels that of the previous section in that, informally, we want to
multiply (7.3) by Y p−1 and integrate to get information on ∂t‖Yt‖p

L̂pσ
. In order to

carry the argument rigorously, we first need to assert that solutions of (7.3) have
sufficient time regularity.

Proposition 7.1 (Time regularity of solutions). Let Z ∈ Ẑ σ
3p and κ < β/2. If

Y ∈ ŜT,σ3p (Z), then Y is κ-Hölder continuous as a function from [0, T ] to L̂pσ.

The proof makes use of the following simple consequence of the multiplicative
inequalities, which will be used again later on.

Lemma 7.2 (Estimating Ψ). Let α̃ > α. There exists C <∞ such that

C−1 ‖Ψ(Ys, Zs)‖B̂−α,σp
6 ‖Ys‖3

L̂3p
σ

+ ‖Ys‖2B̂α̃,σ3p
‖Zs‖B̂−α,σ3p

+ ‖Ys‖B̂α̃,σ3p
‖Z(2)

s ‖B̂−α,σ2p
+ ‖Z(3)

s ‖B̂−α,σp
+ ‖Ys‖L̂3p

σ
+ ‖Zs‖B̂−α,σ3p

.

Proof. Recalling the decomposition of Ψ in (7.2), we begin by observing that, due
to Remark 3.6,

‖Y 3
s ‖B̂−α,σp

. ‖Y 3
s ‖L̂pσ = ‖Ys‖3

L̂3p
σ

.

We proceed to estimate

‖Y 2
s Zs‖B̂−α,σp

. ‖Y 2
s ‖B̂α̃,σ3p

2

‖Zs‖B̂−α,σ3p

. ‖Ys‖2B̂α̃,σ3p
‖Zs‖B̂−α,σ3p

,

where we used Corollary 3.21 in the first step and Corollary 3.19 in the second one.
Similarly,

‖YsZ(2)
s ‖B̂−α,σp

. ‖Ys‖B̂α̃,σ2p
‖Z(2)

s ‖B̂−α,σ2p

. ‖Ys‖B̂α,σ3p
‖Z(2)

s ‖B̂−α̃,σ2p
,

where we used Remark 3.3 [or (4.2)] in the last step. For the same reasons,

‖Z(3)
s + Ys + Zs‖B̂−α,σp

. ‖Z(3)
s ‖B̂−α,σp

+ ‖Ys‖L̂3p
σ

+ ‖Zs‖B̂−α,σ3p
.

�

Proof of Proposition 7.1. As before, we only discuss Hölder regularity at time 0. By
Lemma 7.2 and since Z ∈ Ẑ σ

3p and Y ∈ C([0, T ], B̂β,σ3p ) (with β > 1), we have

(7.5) ‖Ψs‖B̂−α,σp
= ‖Ψ(Ys, Zs)‖B̂−α,σp

. s−2α′
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(where the implicit constant depends on Y and Z). Hence, by Proposition 3.11,∥∥∥∥∫ t

0
e(t−s)∆Ψs ds

∥∥∥∥
B̂α,σp

.
∫ t

0
(t− s)−α‖Ψs‖B̂−α,σp

ds

.
∫ t

0
(t− s)−αs−2α′ ds

. t1−3α′ ,

since α′ > α. The conclusion then follows by Remark 3.5 since 1− 3α′ > β/2 by
(7.4). �

Remark 7.3. As the proof reveals, the index of Hölder regularity in Proposition 7.1
could be improved (for instance, one can choose κ = β/2). We prefer to stick to
the present version, because it corresponds to the general statement with initial
condition Y0 ∈ B̂β,σ3p (compare with Proposition 6.5).

The fact that mild solutions are weak solutions remains valid in the present
context (the proof being the same as that of the first step of Proposition 6.7). We
denote by ( · , · ) the scalar product in the unweighted L2 space.

Proposition 7.4 (A mild solution is a weak solution). If Z ∈ Ẑ σ
3p and Y ∈ Ŝ

T,σ
3p (Z),

then for every φ ∈ C∞c and t 6 T ,

(7.6) (Yt, φ) =
∫ t

0
[(Ys,∆φ) + (Ψ(Ys, Zs), φ)] ds.

This can be upgraded to the following statement. We denote by ( · , · )σ the
scalar product in L̂2

σ, which can be extended to distributions outside of L̂2
σ through

Proposition 3.23.

Proposition 7.5 (Weights and more general test functions). There exists C such
that the following holds. For every Z ∈ Ẑ σ

3p, Y ∈ Ŝ
T,σ
3p (Z) and φ ∈ B̂1,σ

p′ (with p′ the
conjugate exponent of p),

(7.7) (Yt, φ)σ =
∫ t

0
[−(∇Ys,∇φ)σ + (Ψ(Ys, Zs), φ)σ] ds+ Err(t),

where the error term satisfies

(7.8) |Err(t)| 6 C
∫ t

0
(|∇Ys|, |φ|)σ ds.

Proof. We first argue that (7.7) holds for smooth, compactly supported φ, and then
conclude by density.

Step 1. For any φ ∈ C∞c ,
(Ys,∆φ) = −(∇Ys,∇φ)

in the sense of distributions. In fact, since Y ∈ C([0, T ], B̂β,σ3p ) with β > 1, in
particular ∇Ys belongs to L̂3p

σ (in the sense that each coordinate of ∇Y belongs to
this space, see Proposition 3.8) and the right-hand side above can be interpreted as
a space integral. We apply Proposition 7.4 with φŵσ as a test function [recall that
ŵσ was defined in (4.1)]. We observe that the gradient of this function is

(∇φ)ŵσ −
σ∇(| · |∗)
| · |∗︸ ︷︷ ︸
=:G

φŵσ.
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We have established (7.7) for φ ∈ C∞c and with

(7.9) Err(t) =
∫ t

0
(∇Ys, Gφ)σ ds.

Step 2. We now conclude by density. In view of Proposition 3.8, we have ∇Y ∈
C([0, T ], B̂β−1,σ

3p ) (in the sense that each coordinate of ∇Y belongs to this space).
Hence, for smooth, compactly supported φ and φ̃,∫ t

0

∣∣(∇Ys,∇φ)σ − (∇Ys,∇φ̃)σ
∣∣ ds . ‖∇φ−∇φ̃‖B̂1−β,σ

p′′,1
. ‖φ− φ̃‖B̂2−β,σ

p′′,1

by Propositions 3.23 and 3.8, where p′′ is the conjugate exponent of 3p. Similarly,
we infer from (7.5) that∫ t

0

∣∣(Ψs, φ)σ − (Ψs, φ̃)σ
∣∣ ds . ‖φ− φ̃‖B̂α,σ

p′,1
.

The other terms can be treated similarly (using also the fact that G is uniformly
bounded). Since α < 1, 2 − β < 1 and p′′ 6 p′, we can use Remark 3.3 [cf. also
(4.2)] and obtain by density that for every φ ∈ B̂1,σ

p′ ,

(Yt, φ)σ =
∫ t

0
[−(∇Ys,∇φ)σ + (Ψs, φ)σ] ds+ Err(t)

with Err(t) given by (7.9). The bound (7.8) follows from the fact that G is bounded.
�

Proposition 7.6 (Testing against Y p−1
t ). Recall that we assume (7.4). There exists

C <∞ such that if Z ∈ Ẑ σ
3p and Y ∈ ŜT,σ3p (Z), then

1
p
‖Yt‖p

L̂pσ
=
∫ t

0

[
−(p− 1)(∇Ys, Y p−2

s ∇Ys)σ + (Ψ(Ys, Zs), Y p−1
s )σ

]
ds+ Errp(t),

with
|Errp(t)| 6 C

∫ t

0
(|∇Ys|, |Ys|p−1)σ ds.

Proof. We first check that we can use Proposition 7.5 with φ = Y p−1
t for a fixed t,

that is, we check that Y p−1
t ∈ B̂1,σ

p′ , where p′ is the conjugate exponent of p. By the
multiplicative inequality (Corollary 3.19),

‖Y p−1
t ‖B̂1,σ

p′
. ‖Yt‖p−1

B̂1,σ
(p−1)p′

= ‖Yt‖p−1
B̂1,σ
p

.

Since Yt ∈ B̂β,σp and β > 1, we have indeed Y p−1
t ∈ B̂1,σ

p′ . As a consequence, we can
proceed as in the beginning of the proof of Proposition 6.8, i.e. write

‖Yv‖p
L̂pσ
− ‖Yu‖p

L̂pσ
− (Yv, Y p−1

v − Y p−1
u )σ = (Yv, Y p−1

u )σ − (Yu, Y p−1
u )σ,

and then use Proposition 7.5 to obtain that for any subdivision t = (t0, . . . , tn) with
0 = t0 6 · · · 6 tn = t,

‖Yt‖p
L̂pσ
− ‖Y0‖p

L̂pσ
−S(t) = I1(t) + I2(t) + Err(t),

where

S(t) =
n−1∑
i=0

(Yti+1 , Y
p−1
ti+1
− Y p−1

ti )σ,

I1(t) = −
n−1∑
i=0

∫ ti+1

ti

(∇Ys,∇(Y p−1
ti ))σ ds,
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I2(t) =
n−1∑
i=0

∫ ti+1

ti

(Ψs, Y
p−1
ti )σ ds

and

|Err(t)| 6 C
n−1∑
i=0

∫ ti+1

ti

(|∇Ys|, |Yti |p−1)σ ds.

By Proposition 3.8, the function t 7→ ∇Yt belongs to C([0, T ], B̂β−1,σ
3p ). Moreover,

a direct adaptation of the argument at the beginning of this proof shows that
t 7→ Y p−1

t belongs to C([0, T ], B̂1,σ
p′ ), and as a consequence, the function t 7→ ∇Y p−1

t

belongs to C([0, T ], B̂0,σ
p′ ). By Proposition 3.23 (and since β > 1), this suffices to

ensure that as the subdivision t gets finer and finer,

I1(t)→ −
∫ t

0
(∇Ys,∇(Y p−1

s ))σ ds,

and similarly,
n−1∑
i=0

∫ ti+1

ti

(|∇Ys|, |Yti |p−1)σ ds→
∫ t

0
(|∇Ys|, |Ys|p−1)σ ds.

Now, using (7.5) and the fact that t 7→ Ψt is in C((0, T ], B̂−α,σp ), together with
the fact already seen that t 7→ Y p−1

t is in C([0, T ], B̂1,σ
p′ ), we obtain that as the

subdivision gets finer and finer,

I2(t)→
∫ t

0
(Ψs, Y

p−1
s )σ ds.

There remains to check that as the subdivision t gets finer and finer,

S(t)→ p− 1
p

(
‖Yt‖p

L̂pσ
− ‖Y0‖p

L̂pσ

)
.

The proof is the same as that of the similar statement (6.15) in the proof of
Proposition 6.8. We only need to verify that the function t 7→ Yt is κ-Hölder
continuous as a function from [0, T ] to L̂pσ, for some κ > 1/2. This is guaranteed by
Proposition 7.1. �

Proposition 7.7 (A priori estimate in L̂pσ). Recall that we assume (7.4). For
every K < ∞, there exists C < ∞ such that if Z ∈ Ẑ σ

3p satisfies ‖Z‖
Ẑ σ

3p
6 K,

Y ∈ ŜT,σ3p (Z) and t 6 T , then

(7.10) ‖Yt‖p
L̂pσ

+
∫ t

0

∥∥Y p−2
s |∇Ys|2

∥∥
L̂1
σ

ds 6 C.

Proof. As in the proof of Theorem 6.4, the starting point is to decompose Ψ(Ys, Zs)
into −Y 3

s + Ψ′s, so that the identity derived in Proposition 7.6 becomes

(7.11) 1
p
‖Yt‖p

L̂pσ
+
∫ t

0

[
(p− 1)

∥∥Y p−2
s |∇Ys|2

∥∥
L̂1
σ

+ ‖Y p+2
s ‖

L̂1
σ

]
ds

6
∫ t

0

[
(Ψ′s, Y p−1

s )σ + C(|∇Ys|, |Ys|p−1)σ
]

ds,

We write
As =

∥∥∥Y p−2
s |∇Ys|2

∥∥∥
L̂1
σ

, Bs = ‖Y p+2
s ‖

L̂1
σ

.

We will now show that the integrand in the right-hand side of (7.11) is bounded
by a linear combination of terms of the form C‖Z‖γ1

Ẑ σ
3p
s−γ2 Aγ3

s Bγ4
s . We will then

summarize all the terms into Table 1, analyse the value of the exponents γ1, . . . , γ4,
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and conclude. The integrand in the right-hand side of (7.11) is a sum of two terms.
We begin with the second one:

(|∇Ys|, |Ys|p−1)σ 6 A1/2
s ‖Y ps ‖

1/2
L̂1
σ

. A1/2
s Bp/2(p+2)

s ,

by the Cauchy-Schwarz and Hölder’s inequalities. This estimate is reported on the
first line of Table 1.

We now move to the study of (Ψ′s, Y p−1
s )σ. We decompose Ψ′s into a sum of

terms that we will analyse in turn:

Ψ′ = −3Y 2Z − 3Y Z(2) − Z(3) + aZ + aY.

∣∣(Y 2
s Zs, Y

p−1
s )σ

∣∣ =
∣∣(Y p+1

s , Zs)σ
∣∣ . ‖Y p+1

s ‖B̂α,σ
p′′,1
‖Zs‖B̂−α,σ3p

,

where we used Proposition 3.23 for the inequality, and where p′′ is the conjugate
exponent of 3p. On the one hand,

‖Zs‖B̂−α,σ3p
6 ‖Z‖

Ẑ σ
3p
.

On the other hand, we would like to use Proposition 3.25 to estimate ‖Y p+1
s ‖B̂α,σ

p′′,1
.

Compared with the proof of Theorem 6.4, a new difficulty appears since Proposi-
tion 3.25 gives an estimate of the norm in Besov spaces with lower indices equal to 1,
while we have p′′ > 1 here. We solve this difficulty by appealing to an interpolation
inequality, for which we now introduce some notation. Let

(7.12) q = p+ 2
p+ 1 and ν = p+ 2

3p ∈ (0, 1),

so that

(7.13) 1
p′′

= 1− ν
1 + ν

q
.

Note that 1 − ν > 1/3, while α < 1/4 since we assume α < α′ and (p + 2)α′ < 1.
Hence, there exists α1 < 0 such that

(7.14) α = 3(1− ν)
4 + να1.

The interpolation inequality (Proposition 3.10) now reads

‖Y p+1
s ‖B̂α,σ

p′′,1
6 ‖Y p+1

s ‖1−ν
B̂3/4,σ

1,1
‖Y p+1

s ‖ν
B̂α1,σ
q,1

.

Since α1 < 0, by Remarks 3.4 and 3.6,

‖Y p+1
s ‖B̂α1,σ

q,1
. ‖Y p+1

s ‖
L̂qσ

= B
p+1
p+2
s ,

while by Proposition 3.25,

‖Y p+1
s ‖B̂3/4,σ

1,1
. ‖Y ps |∇Ys|‖

3/4
L̂1
σ

‖Y p+1
s ‖1/4

L̂1
σ

+ ‖Y p+1
s ‖

L̂1
σ

.

By the Cauchy-Schwarz inequality,

‖Y ps |∇Ys|‖L̂1
σ

6
√
AsBs,

while by Hölder’s inequality,

‖Y p+1
s ‖

L̂1
σ

. B
p+1
p+2
s .
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To sum up, we have shown that∣∣(Y 2
s Zs, Y

p−1
s )σ

∣∣ . ‖Z‖
Ẑ σ

3p
B
ν p+1
p+2

s

(
A

3
8
s B

3
8 + 1

4
p+1
p+2

s +B
p+1
p+2
s

)1−ν

. ‖Z‖
Ẑ σ

3p
A

3(1−ν)
8

s B
3(1−ν)

8 + p+1
p+2

1+3ν
4

s

+ ‖Z‖
Ẑ σ
p

B
p+1
p+2
s .

We summarize this computation by two lines of Table 1.
We now turn to the evaluation of∣∣∣(YsZ(2)

s , Y p−1
s )σ

∣∣∣ . ‖Y ps ‖B̂α,σ
p,1
‖Z(2)

s ‖B̂−α,σ2p
,

where p denotes the conjugate exponent of 2p. We first note that

‖Z(2)
s ‖B̂−α,σ2p

6 ‖Z‖
Ẑ σ

3p
s−α

′
.

We then prepare the ground for the adequate interpolation inequality by setting

q̃ = p+ 2
p

and ν̃ = p+ 2
4p ,

so that
1
p

= 1− ν̃
1 + ν̃

q̃
.

Since 1− ν̃ > 1/2 and α < 1/4, there exists α̃1 < 0 such that

α = 1− ν̃
2 + ν̃α1,

and the interpolation inequality is
‖Y ps ‖B̂α,σ

p,1
6 ‖Y ps ‖1−ν̃B̂1/2,σ

1,1
‖Y ps ‖ν̃B̂α̃1,σ

q̃,1
.

We have
‖Y ps ‖B̂α̃1,σ

q̃

. B
p
p+2
s ,

while for simplicity, we can now use Proposition 3.25 in the form given by Re-
mark 3.26:

‖Y ps ‖B̂1/2,σ
1,1

. ‖Y p−1
s |∇Ys|‖L̂1

σ

+ ‖Y ps ‖L̂1
σ

.

The estimation is completed by the following two observations:

‖Y p−1
s |∇Ys|‖L̂1

σ

6
√
As ‖Y ps ‖L̂1

σ

,

‖Y ps ‖L̂1
σ

. B
p
p+2
s .

To sum up, we have shown the estimate∣∣∣(YsZ(2)
s , Y p−1

s )σ
∣∣∣ . ‖Z‖

Ẑ σ
3p
s−α

′
B
ν̃ p
p+2

s

(
A1/2
s B

p
2(p+2)
s +B

p
p+2
s

)1−ν̃
,

which is summarized on the corresponding two lines of Table 1.
The same analysis can be performed for∣∣∣(Z(3)

s , Y p−1
s )σ

∣∣∣ ,
by setting

q = p+ 2
p− 1 , ν = p+ 2

3p ,

so that
1
p′

= 1− ν
1 + ν

q
,
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γ1 γ2 γ3 γ4 1− γ3 − γ4

(|∇Ys|, |Ys|p−1)σ 0 0 1
2

p
2(p+2)

1
p+2∣∣(Y 2

s Zs, Y
p−1
s )σ

∣∣ 1 0 3(1−ν)
8

3(1−ν)
8 + p+1

p+2
1+3ν

4 > 1
4(p+2)

1 0 0 p+1
p+2

1
p+2∣∣∣(YsZ(2)

s , Y p−1
s )σ

∣∣∣ 1 α′ 1−ν̃
2

p
p+2

1+ν̃
2 > 1

p+2

1 α′ 0 p
p+2

2
p+2∣∣∣(Z(3)

s , Y p−1
s )σ

∣∣∣ 1 2α′ 1−ν
2

p−1
p+2

1+ν
2 > 3

2(p+2)

1 2α′ 0 p−1
p+2

3
p+2

(Ys, Y p−1
s )σ 0 0 0 p

p+2
2
p+2

Table 1. Each term in the first column is bounded by a sum of
terms of the form C ‖Z‖γ1

Ẑ σ
3p
s−γ2 Aγ3

s Bγ4
s for the values of γ1, . . . , γ4

displayed on the corresponding lines. Recall that ν, ν̃, ν ∈ (0, 1).

and proceeding as before. This leads to the estimate∣∣∣(Z(3)
s , Y p−1

s )σ
∣∣∣ . ‖Z‖

Ẑ σ
3p
s−2α′ B

ν p−1
p+2

s

(
A1/2
s B

p−1
2(p+2)
s +B

p−1
p+2
s

)1−ν
,

which we report again in Table 1. The same argument also leads to∣∣(Zs, Y p−1
s )σ

∣∣ . ‖Z‖
Ẑ σ

3p
B
ν p−1
p+2

s

(
A1/2
s B

p−1
2(p+2)
s +B

p−1
p+2
s

)1−ν
,

whose contribution can be absorbed into that of the previous term (so we do not
report it in the table). Finally, we have

(Ys, Y p−1
s )σ = ‖Y ps ‖L̂1

σ

. B
p
p+2
s ,

and we have finished to fill the table.
In order to conclude the proof, we have to show how to control a term of the form

C ‖Z‖γ1

Ẑ σ
3p
s−γ2 Aγ3

s Bγ4
s by the terms As and Bs that appear on the left-hand side

of (7.11). We note first that we always have γ̃ := γ3 + γ4 < 1. Moreover, Young’s
inequality for products ensures that

Aγ3
s Bγ4

s 6 A
γ̃
s +Bγ̃s .

Finally, we observe that supx>0(−x+ axγ̃) . a
1

1−γ̃ , and as a consequence,

−As10 + C ‖Z‖γ1

Ẑ σ
3p
s−γ2 Aγ̃s .

(
‖Z‖γ1

Ẑ σ
3p
s−γ2

) 1
1−γ̃

,

and similarly with As replaced by Bs. Hence, it follows from (7.11) that

‖Yt‖p
L̂pσ

+
∫ t

0

∥∥Y p−2
s |∇Ys|2

∥∥
L̂1
σ

ds .
∑∫ t

0

(
‖Z‖γ1

Ẑ σ
3p
s−γ2

) 1
1−γ̃

ds,

where the sum is over all γ1, γ2, γ̃ = γ3 + γ4 described in Table 1. In order for the
integral to be finite, we need to ensure that γ2 < 1− γ̃ in all cases. This is granted
by the assumption that α′(p+ 2) < 3/4 (the critical case being the third line from
the bottom in the table). �



52 JEAN-CHRISTOPHE MOURRAT, HENDRIK WEBER

We now upgrade the L̂pσ estimate to an estimate on a Besov norm of the solution.
We do it in two steps: in the proposition below, we derive a time-averaged estimate.

Proposition 7.8 (Weak a priori estimate in Besov spaces). Let p > 4 be an even
positive integer such that (7.4) holds, and let α̃ be such that

(7.15) α 6 α̃ 6 α+ 1
p
.

For every K <∞, there exists C <∞ such that if Z ∈ Ẑ σ
3p satisfies ‖Z‖

Ẑ σ
p

6 K

and Y ∈ ŜT,σ3p (Z), then ∫ T

0
‖Ys‖p−1

Bα̃,σ
p/3

ds 6 C.

Proof. Let ν = 2/(p− 1) ∈ (0, 1). Since pα̃ 6 αp+ 1 < α′(p+ 2) + 1 < 2, we have
α̃ < ν. Hence, there exists α0 < 0 and α1 ∈ (0, 1) such that

α̃ = (1− ν)α0 + να1.

By the definition of ν, we also have
3
p

= 1− ν
p

+ ν

1 .

By the interpolation inequality (Proposition 3.10),
(7.16) ‖Ys‖B̂α̃,σ

p/3
6 ‖Ys‖1−νB̂α0,σ

p

‖Ys‖νB̂α1,σ
1

.

Since α0 < 0, Remark 3.6 and Proposition 7.7 ensure that
(7.17) ‖Ys‖B̂α0,σ

p
. ‖Ys‖L̂pσ . 1

(where the implicit constant depends in particular on K). Moreover, by Remark 3.4
and Proposition 3.25 (which we only use in the weaker form provided by Remark 3.26
here), we have

‖Ys‖B̂α1,σ
1
. ‖Ys‖L̂1

σ

+ ‖∇Ys‖L̂1
σ

. ‖Ys‖L̂2
σ

+ ‖∇Ys‖L̂2
σ

.

Using Proposition 7.7 with p = 2 (noting that (7.4) is clearly satisfied for p = 2),
we obtain that

(7.18)
∫ t

0
‖Ys‖2B̂α1,σ

1
ds . 1.

Combining (7.16), (7.17) and (7.18), we arrive at∫ t

0
‖Ys‖2/νB̂α̃,σ

p/3

ds . 1,

which is the announced result. �

We now conclude with a pointwise-in-time estimate of the Besov norm of solutions.

Proposition 7.9 (Strong a priori estimate in Besov spaces). Let p > 10 be an even
positive integer such that (7.4) holds, and assume furthermore that

(7.19) p− 1
p− 4

α+ β

2 < 1.

For every K <∞, there exists C <∞ such that if Z ∈ Ẑ σ
3p satisfies ‖Z‖

Ẑ σ
3p
6 K

and Y ∈ ŜT,σ3p (Z), then
sup
t6T
‖Yt‖B̂β,σ

p/9
6 C.
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Proof. Let α̃ ∈ (α, α+ 1/p]. Recall from Lemma 7.2 that

‖Ψs‖B̂−α,σ
p/9

. ‖Ys‖3B̂α̃,σ
p/3

+ ‖Ys‖2B̂α̃,σ
p/3
‖Zs‖B̂−α,σ

p/3
+ ‖Ys‖B̂α̃,σ

p/3
‖Z(2)

s ‖B̂−α,σ2p/9

+ ‖Z(3)
s ‖B̂−α,σ

p/9
+ ‖Ys‖B̂α̃,σ

p/3
+ ‖Zs‖B̂−α,σ

p/3
.

From the definition of ‖Z‖
Ẑ σ

3p
in (7.1) and Remark 3.3 [or (4.2)], it follows that

‖Ψs‖B̂−α,σ
p/9

.

(
‖Ys‖3B̂α̃,σ

p/3
+ s−2α′

)(
‖Z‖

Ẑ σ
3p

+ 1
)
,

so that

(7.20) ‖Ψs‖B̂−α,σ
p/9

.

(
‖Ys‖3B̂α̃,σ

p/3
+ s−2α′

)
(where the implicit constant depends in particular on K). By the definition of
Y ∈ ŜT,σ3p (Z),

Yt =
∫ t

0
e(t−s)∆Ψs ds,

so by Proposition 3.11 and (7.20),

‖Yt‖B̂β,σ
p/9
.
∫ t

0
(t− s)−

α+β
2

(
‖Ys‖3B̂α̃,σ

p/3
+ s−2α′

)
ds

. 1 +
∫ t

0
(t− s)−

α+β
2 ‖Ys‖3B̂α̃,σ

p/3
ds,

since α+β
2 + 2α′ < 1 by (7.4). By Hölder’s inequality, since we assume

1
1− 3

p−1

α+ β

2 < 1,

it follows that the remaining integral is smaller than a constant times(∫ t

0
‖Ys‖p−1

B̂α̃,σ
p/3

ds
)3/(p−1)

,

so Proposition 7.8 enables us to conclude. �

Remark 7.10. Informally, we started from

∂tY = ∆Y + Ψ(Y, Z),

multiplied by Y p−1 and integrated to get an estimate on the Lp norm, which we
then upgraded to obtain Proposition 7.9. A similar strategy enables to find an a
priori estimate on the modulus of continuity of the solutions. Indeed, for any fixed
s ∈ [0, T ], we write an equation for Ỹt := Yt − Ys (s 6 t 6 T ), test it against Ỹ p−1

t ,
and proceed as before. We obtain that under the assumptions of Proposition 7.9,
the set

{Y ∈ ST,σ3p (Z), ‖Z‖
Ẑ σ

3p
6 K}

is a family of uniformly equicontinuous functions in C([0, T ], B̂β,σp/9).
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8. Construction of solutions in the plane

Theorem 8.1 (Existence of solutions in the plane). Let T > 0, β < 2, α > 0
be sufficiently small, p be sufficiently large, and σ > 2. Let X0 ∈ B̂−α,σ3p , and let
Z = (Z,Z :2:, Z :3:) be as in (5.42) (that is, Z is the solution of (1.5), and Z :n: are
its Wick powers). With probability one, there exists Y ∈ C([0, T ], B̂β,σp/9) solving (1.6).

Proof. Recall that we denote the periodic approximations of Z by

Z ·;M = (Z·;M , Z :2:
·;M , Z

:3:
·;M ).

By Corollary 5.9, for any α′ > α and every integer M > 1, the quantity

sup
06t6T

(
‖Zt,M‖

B̃
−α− 2

3p ,M
∞

∨ tα
′+ 2

3p ‖Z :2:
t,M‖

B̃
−α− 2

3p ,M
∞

∨ t2(α
′+ 2

3p )‖Z :3:
t,M‖

B̃
−α− 2

3p ,M
∞

)
is finite almost surely. For α+ 2

3p < α′ + 2
3p sufficiently small, Theorem 6.1 ensures

that there exists Y·;M ∈ C([0, T ], B̃β,M∞ ) such that

(8.1) Yt;M =
∫ t

0
e(t−s)∆ Ψ(Ys;M , Zs;M ) ds.

In particular, Y·;M ∈ C([0, T ], B̂β,σp ).
We further impose that p > 34 be sufficiently large that

p− 1
p− 4

β

2 < 1,

and then 0 < α < α′ sufficiently small that (7.4) and (7.19) hold. We learn from
Corollary 5.10 that with probability one, there exists a subsequence (Mk)k tending
to infinity and such that

sup
k
‖Z ·;Mk

‖
Ẑ σ

3p
<∞.

By Proposition 7.9, it thus follows that with probability one,

(8.2) sup
k

sup
t6T
‖Yt;Mk

‖B̂β,σ
p/9

<∞.

By Remark 7.10, with probability one, (Y·;Mk
)k is a family of uniformly equicontin-

uous functions in C([0, T ], B̂β,σp/9). By Proposition 3.29 (or Proposition 4.1), for every
σ′ > σ, we can thus extract a subsequence that converges uniformly in C([0, T ], B̂β,σ

′

p/9 )
to some Y ; and moreover, Y ∈ C([0, T ], B̂β,σp/9). It then suffices to pass to the limit in
(8.1) to obtain (1.8), using the fact ensured by Corollary 5.10 that for n = 1, 2, 3,
with probability one, sup06t6T t

(n−1)α′‖Z :n:
t;Mk

− Z :n:
t ‖B̂−α′,σ′3p

n

−−−−→
k→∞

0. �

9. Uniqueness of solutions in the plane

Consider the parabolic Anderson problem

(9.1)
{
∂tY = ∆Y +WY (on [0, T ]× R2),
Y (0, ·) = 0,

interpreted in the mild sense:

(9.2) Yt =
∫ t

0
e(t−s)∆(WsYs) ds.

We want to find sufficient conditions on W and Y to guarantee that Y = 0.
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Theorem 9.1 (Uniqueness for the parabolic Anderson problem). Assume that there
exists K <∞, p > 1, µ0 > 0 and α, α′, b ∈ (0,∞) such that for every µ 6 µ0 and
t 6 T ,

(9.3) ‖Wt‖B−α,µp
6 K t−α

′
µ−b.

Let Y be a solution of (9.1) such that for some C <∞, α̃ > α and c <∞, it holds
for every µ 6 µ0 and t 6 T that
(9.4) ‖Yt‖Bα̃,µp

6 Cµ−c.

If

(9.5) α+ α̃

2 + 1
p

+ b < 1 and α+ α̃

2 + 1
p

+ α′ < 1,

then Y = 0.

Remark 9.2. The constant c does not appear in the condition (9.5). This is a
manifestation of the fact that (9.4) can be somewhat weakened if desired, as the
reader can easily check from the proof.

The proof relies on the following estimate.

Proposition 9.3 (Recursive estimate). Let α̃ > α, p > 1, a > 0 and µ > 0. There
exists C > 0 such that for every n > 1,

(9.6) ‖Yt‖
B
α̃,

µ
na

p

6 C
∫ t

0
(t− s)−

α+α̃
2 −

1
p ‖Ws‖B−α,µnp

‖Ys‖
B
α̃,

µ
(n+1)a

p

ds,

where
(9.7) µn = µ

na
− µ

(n+ 1)a .

Proof. Note that
1

(p/2)
µ

2na = µ

p

(
1
na
− 1

(n+ 1)a

)
+ µ

p(n+ 1)a = µn
p

+ 1
p

µ

(n+ 1)a .

It thus follows from Remark 3.22 that
(9.8) ‖WsYs‖

B
−α, µ

2na
p/2

. ‖Ws‖B−α,µnp
‖Ys‖

B
α̃,

µ
(n+1)a

p

.

We now observe that

‖Yt‖
B
α̃,

µ
na

p

6
∫ t

0
‖e(t−s)∆(WsYs)‖

B
α̃,

µ
na

p

ds

.
∫ t

0
(t− s)−

α+α̃
2 −

1
p ‖WsYs‖

B
−α− 2

p
,
µ
na

p

ds

.
∫ t

0
(t− s)−

α+α̃
2 −

1
p ‖WsYs‖

B
−α, µ

2na
p
2

ds,

where we used Proposition 3.11 in the second step, and Proposition 3.7 in the third.
The conclusion follows by (9.8). �

We now prepare for a Gronwall-type argument via the following lemma.

Lemma 9.4 (Iterated integrals). Let γ1, γ2 > 0 be such that γ1 +γ2 < 1, and define
recursively

I0(t) = 1,

In+1(t) =
∫ t

0
(t− s)−γ1 s−γ2 In(s) ds (n ∈ N).
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For every γ̃ > γ1 and T <∞, there exists C <∞ such that uniformly over n ∈ N
and t 6 T ,

(9.9) In(t) 6 C

(n!)1−γ̃ .

Proof. Let γ = γ1 + γ2 and, for n ∈ N,

Jn =
∫ 1

0
(1− u)−γ1u−γ2+n(1−γ) du.

We first show by induction on n that

(9.10) In(t) = tn(1−γ)
n−1∏
k=0

Jk.

The case n = 0 is trivial (we understand the product as being 1). For n ∈ N, a
change of variables gives

In+1(t) = t1−γ
∫ 1

0
(1− u)−γ1u−γ2 In(tu) du,

so (9.10) implies the same statement with n replaced by n+ 1.
In order to conclude, it suffices to show that there exists C <∞ such that for

every n sufficiently large,

(9.11) Jn 6 C

(
logn
n

)1−γ1

.

We consider n sufficiently large that −γ2 + n(1− γ) > 0. For any ε ∈ [0, 1), we can
decompose the integral defining Jn along

∫ 1−ε
0 +

∫ 1
1−ε and obtain that

Jn 6 ε
−γ1(1− ε)−γ2+n(1−γ) + (1− γ1)−1ε1−γ1 .

Choosing ε = c(logn)/n for some constant c gives an upper bound that is asymp-
totically equivalent to(

n

c logn

)γ1

n−c(1−γ) + (1− γ1)−1
(
c logn
n

)1−γ1

.

It then suffices to fix c sufficiently large to obtain (9.11), and thus conclude the
proof. �

Proof of Theorem 9.1. In view of (9.5), there exists a > 0 such that

(9.12) (1 + a)b < 1− α+ α̃

2 − 1
p
.

We fix µ = µ0. By Proposition 9.3 and the assumption in (9.3), there exists C > 0
such that for every n > 1,

‖Yt‖
B
α̃,

µ
na

p

6 C µ−bn

∫ t

0
(t− s)−

α+α̃
2 −

1
p s−α

′
‖Ys‖

B
α̃,

µ
(n+1)a

p

ds,

where µn is as in (9.7). We define γ1 = α+α̃
2 + 1

p , γ2 = α′, and In(t) as in Lemma 9.4
[note that γ1 + γ2 < 1 by (9.5)]. By induction, we obtain

(9.13) ‖Yt‖Bα̃,µp
6 Cn

(
n∏
k=1

µk

)−b
In(t) sup

s6t
‖Ys‖

B
α̃,

µ
(n+1)a

p

.

As n tends to infinity, we have
µn ∼

aµ

n1+a ,
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so in particular (for some possibly larger C <∞),(
n∏
k=1

µk

)−b
6 Cn(n!)(1+a)b.

In view of (9.12), we can define γ̃ such that γ1 < γ̃ < 1 and
(9.14) (1 + a)b < 1− γ̃.
By Lemma 9.4 and (9.4), the right-hand side of (9.13) is thus bounded by

Cn
(n!)(1+a)b

(n!)1−γ̃

(
(n+ 1)a

µ

)c
.

This quantity tends to 0 with n by (9.14), so ‖Yt‖Bα̃,µp
= 0 for every t 6 T , and thus

Y = 0. �

Theorem 9.5 (Uniqueness of solutions). Let T > 0, β < 2, σ > 2, α > 0 be
sufficiently small, and p be sufficiently large (depending on σ). Let X0 ∈ B̂−α,σp ,
and let Z = (Z,Z :2:, Z :3:) be as in (5.42) (that is, Z is the solution of (1.5), and
Z :n: are its Wick powers). With probability one, if Y (1), Y (2) ∈ C([0, T ], B̂β,σp ) are
two solutions of (1.6), then Y (1) = Y (2).

Proof. The process Y := Y (1) − Y (2) solves

Yt =
∫ t

0
e(t−s)∆WsYs ds,

where
W = −(Y (1))2 − Y (1)Y (2) − (Y (2))2 − 3(Y (1) + Y (2))Z − 3Z :2: + a.

We verify that for suitable choices of parameters, the conditions of Theorem 9.1 are
satisfied. Observe that

sup
µ
µcp e−µ|x|

δ
∗ . |x|−δcp∗ ,

and as a consequence,
sup
µ
µc ‖ · ‖Lpµ . ‖ · ‖L̂p

δcp

,

(9.15) sup
µ
µc ‖ · ‖Bα̃,µp

. ‖ · ‖B̂α̃,δcpp
.

Since the solutions Y (1), Y (2) are in C([0, T ], B̂β,σp ), we get that for some c <∞,
sup

06t6T
sup
µ6µ0

µc ‖Yt‖Bβ,µp <∞ a.s..

By Remark 3.3 and up to a redefinition of c, we also have that for every α̃ 6 β,
sup

06t6T
sup
µ6µ0

µc ‖Yt‖Bα̃,µ
p/2

<∞ a.s..

By Corollary 5.10, with probability one,

sup
06t6T

(
‖Zt‖B̂−α,σp

∨ tα
′
‖Z :2:

t ‖B̂−α,σ
p/2

)
<∞.

By the multiplicative inequalities, it follows that with probability one,

sup
06t6T

tα
′
‖Wt‖B̂−α,σ

p/2
<∞.

Using (9.15), we see that for any given b > 0 and 0 < α < α′, we can choose p
sufficiently large that

sup
06t6T

sup
µ6µ0

µb tα
′
‖Wt‖B−α,µ

p/2
<∞.
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The conclusion thus follows from Theorem 9.1. �

Appendix A. Gevrey classes

We begin by recalling two classical facts about Gevrey classes: first, the stability
of Gθ under multiplication; second, that the Fourier transform of a function in
Gθc has fast decay at infinity. We then prove a third result that was needed in
Subsection 2.3, whose proof is in large measure a combination of the proofs of these
two more classical facts.

Proposition A.1 (Stability under multiplication). For every θ > 1, the Gevrey
class Gθ is stable under multiplication.

Proof. Let f, g ∈ Gθ, and let K be a compact subset of Rd. There exists C < ∞
such that for every x ∈ K and n ∈ Nd,

|∂nf |(x) , |∂ng|(x) 6 C |n|+1(n!)θ.
We have

∂n(fg) =
∑
m6n

(
n

m

)
∂n−mf ∂mg,

where we use the multi-index notation
(
n
m

)
= n!

(n−m)!m! . The number of m’s such
that |m| 6 |n| is

(|n|+d
d

)
, so it suffices to show that on K,(
n

m

) ∣∣∂n−mf ∂mg∣∣ 6 C |n|+1(n!)θ.

On K, the left-hand side above is bounded by
n!C |n|+1[(n−m)!m!]θ−1,

and since (n−m)!m! 6 n!, the proof is complete. �

Proposition A.2 (Decay of the Fourier transform). If f ∈ Gθc , then there exists
c > 0 and C <∞ such that
(A.1) |f̂(ζ)| 6 Ce−c|ζ|

1/θ
.

Proof. It suffices to show that (A.1) holds uniformly over |ζ| > 1. For any n ∈ Nd,
writing ζn = ζn1

1 · · · ζ
nd
d , we observe that

|ζnf̂(ζ)| = |∂̂nf(ζ)| 6
∫
|∂nf | 6 C |n|+1(n!)θ,

where we used the fact that f is compactly supported and in Gθ in the last step.
As a consequence, for every positive integer m, letting M = bm/θc (the integer part
of m/θ) and M = M + 1, we have

|ζ|m/θ |f̂(ζ)|
(|ζ|>1)
6 |ζ|M |f̂(ζ)| 6 CM

(
|ζ1|M + · · ·+ |ζd|M

)
|f̂(ζ)| 6 CM+1(M !)θ

(we use C as a generic constant whose value can change from an inequality to
another). One can then check that the right-hand side above is bounded by

CM+1(M !)θ 6 CM+1MθM 6 Cm+1mm.

We have thus shown that uniformly over |ζ| > 1 and m,

|f̂(ζ)| 6 C
(
Cm

|ζ|1/θ

)m
.

Since

ec|ζ|
1/θ
|f̂(ζ)| =

+∞∑
m=0

(
c|ζ|1/θ

)m
m! |f̂(ζ)| 6 C

+∞∑
m=0

(cCm)m

m!
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and m! > (m/e)m, it suffices to choose c > 0 sufficiently small that cCe < 1 to
obtain the result. �

Proposition A.3 (Exponential decay). Let φ ∈ Gθc be supported in an annulus C,
and let

gt(x) =
∫
eix·ζφ(ζ) e−t|ζ|

2
dζ.

There exists C <∞ and c > 0 such that uniformly over x ∈ Rd and t > 0,

|gt(x)| 6 Ce−ct−c|x|
1/θ
.

Proof. It suffices to show that there exists C <∞ and c > 0 such that uniformly
over ζ ∈ C and n ∈ Nd,

(A.2) ∂n
(
e−t|ζ|

2
)
6 C |n|+1(n!)θe−ct.

Indeed, given this, the proof of Proposition A.1 shows that uniformly over ζ,

∂n
(
φ(ζ) e−t|ζ|

2
)
6 C |n|+1(n!)θe−ct,

and then we can repeat the proof of Proposition A.2 to obtain the result.
We now show that (A.2) holds with θ = 1. Let us write f(y) = ety and

g(ζ) = −|ζ|2. By Faá di Bruno’s formula, for n ∈ N and 1 6 i1, . . . , in 6 d,
∂n

∂ζi1 · · · ∂ζin
(f(g(ζ)) =

∑
π∈Π

f (|π|)(g(ζ))
∏
B∈π

∂|B|∏
k∈B ∂ζik

g(ζ),

where Π is the set of partitions of {1, . . . , n}. Because of the form of g, the term
indexed by B in the last product is zero unless |B| 6 2. It thus suffices to focus on
showing that ∣∣∣∑ f (|π|)(g(ζ))

∣∣∣ 6 C |n|+1 n! e−ct,
where the sum runs over partitions π whose constituents have at most two elements.
Moreover, f (|π|)(y) = t|π|ety, and there are

n!
m1!m2! 2m2

partitions of {1, . . . , n} by m1 singletons and m2 sets of 2 elements (m1 + 2m2 = n).
Let r ∈ (0, 2) be such that |ζ|2 6 r ⇒ ζ /∈ C. It suffices to check that

(A.3)

∣∣∣∣∣ ∑
m1+2m2=n

n!
m1!m2! 2m2

tm1+m2e−tr

∣∣∣∣∣ 6 C |n|+1 n! e−ct.

Since 2N =
∑N
k=0

(
N
k

)
, we have (m1 + m2)! 6 2m1+m2 m1!m2!, and thus, for

m1 + 2m2 = n,
1

m1!m2! t
m1+m2 6 2n tm1+m2

(m1 +m2)! =
(

4
r

)n (tr/2)m1+m2

(m1 +m2)! 6
(

4
r

)n
etr/2.

This implies (A.3) (with c = r/2), and thus concludes the proof. �
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