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3.3. Szemerédi’s theorem in arithmetic progressions 12
4. Polynomial recurrence 13
4.1. Uniform distribution 13
4.2. The van der Corput trick 14
4.3. Total ergodicity 15
4.4. Polynomial recurrence via the spectral theorem 17
4.5. Polynomial recurrence via L2 decomposition 20
5. Mixing and eigenfunctions 21
5.1. Mixing and weak-mixing 21
5.2. Eigenfunctions and discrete spectrum 24
5.3. Compact functions 25
5.4. The Kronecker factor 26
5.5. The Jacobs-de Leeuw-Glicksberg decomposition 27
6. Special cases of Multiple recurrence 29
6.1. Multiple recurrence in weak mixing systems 29
6.2. Multiple recurrence in compact systems 31
6.3. An example of a skew-product 32
6.4. Roth’s theorem 32
7. Disintegration of measures and the ergodic decomposition 34
7.1. Conditional expectation 34
7.2. Disintegration of measures 36
7.3. The ergodic decomposition 36
7.4. Proof of Theorem 7.3.1 38
7.5. Reducing multiple recurrence to ergodic systems 39
8. Proof of Furstenberg’s Multiple Recurrence theorem 40
8.1. Outline of the proof 40
8.2. Weak-mixing and compact extensions 42
8.3. Sz lifts through weak mixing extensions 45
8.4. Sz lifts through compact extensions I 47

Date: July 21, 2020.

1



8.5. Sz lifts through compact extensions 2 49
8.6. The dichotomy between compactness and weak mixing 51
References 53

These are notes for a course in ergodic theory focused on applications to combinatorics and number
theory. We will not follow any single textbook from beginning to end, but both Furstenberg’s book [7] and
Einsiedler-Ward’s book [4] share the same spirit of introducing ergodic theory both as a theory on its own
and as a tool to approach problems in combinatorics and number theory. A more advanced text on this
subject is the recent book of Host and Kra [11]. For an introductory text to general ergodic theory, Walters
[15] is an excellent source, which can be complemented with Glasner’s [9] or Cornfeld-Fomin-Sinai’s [2].

1. Measure preserving systems

The material in this section is contained, for instance, in Chapters 0 and 1 of [15] and in Chapter 2 of [4].

1.1. Probability spaces.

Definition 1.1.1.

• A σ-algebra on a set X is a collection B of subsets of X closed under complements (i.e. B ∈ B ⇐⇒
(X \B) ∈ B), countable unions (i.e. if B1, B2, · · · ∈ B then

⋃∞
n=1Bn ∈ B) and such that X ∈ B.

• A probability measure on a σ-algebra B (over some set X) is a function µ : B → [0, 1] such that
µ(X) = 1 and whenever B1, B2, . . . is a sequence of pairwise disjoint sets in B,

µ

( ∞⋃
n=1

Bn

)
=

∞∑
n=1

µ(Bn).

A probability space is a triple (X,B, µ) where X is a set, B is a σ-algebra on X and µ : B → [0, 1]
is a probability measure.

Given two probability spaces (X,B, µ) and (Y, C, ν), a function f : X → Y is measurable if for every
C ∈ C, the pre-image f−1(C) := {x ∈ X : f(x) ∈ C} is in B.

When the underlying set X is equipped with a topology it is natural to consider the Borel σ-algebra,
i.e. the smallest σ-algebra containing all the open sets. In this case we often restrict attention to Radon
probability measures, which we now define. Throughout these notes we will use the notation C(X) := {f :
X → C : f is continuous}. When X is compact, the space C(X) is equipped with the topology arising from
the supremum norm ‖f‖ := supx∈X

∣∣f(x)
∣∣.

Definition 1.1.2. Let X be a compact Hausdorff topological space and let B be the Borel σ-algebra. A
probability measure µ : B → [0, 1] is Radon if the linear functional λ : C(X)→ C defined as λ(f) =

∫
X
f dµ

is continuous.

The Riesz-Markov-Kakutani representation theorem states that any positive linear functional λ : C(X)→
C (positive means that λ(f) ≥ 0 whenever f ≥ 0) gives rise to a unique Radon probability measure.

1.2. Measure preserving systems.

Definition 1.2.1 (Measure preserving transformation). Given two probability spaces (X,A, µ) and (Y,B, ν),
we say that a map1 T : X → Y preserves the measure or is a measure preserving transformation if
for every B ∈ B, the set T−1B := {x ∈ X : Tx ∈ B} is in A and satisfies µ(T−1B) = ν(B).

A map between probability spaces induces a linear operator between the corresponding Lp spaces.

Exercise 1.2.2. Let (X,A, µ) and (Y,B, ν) be probability spaces and let T : X → Y be a measurable map.

1To be completely precise, T may be defined only on a full measure subset of X.



• Show that T preserves the measure if and only if for every f ∈ L2(Y ), the function f ◦ T belongs to
L2(X) and satisfies ∫

X

f ◦ T dµ =

∫
Y

f dν. (1.1)

• If both µ and ν are Radon measures, show that T preserves the measure if and only if (1.1) holds
for every f ∈ C(Y ). [Hint: C(Y ) is dense in L2(Y ).]

Definition 1.2.3 (Koopman operator). Given a measure preserving transformation T : X → Y between the
probability spaces (X,A, µ) and (Y,B, ν), we call the linear operator ΦT : L2(Y )→ L2(X) given by

ΦT f = f ◦ T

the associated Koopman operator.

The fact that f ◦ T ∈ L2(X) follows from the fact that T preserves the measure (cf. Exercise 1.2.2).
The basic object in ergodic theory is a measure preserving system (m.p.s. for short), which we now

define.

Definition 1.2.4 (Measure preserving system). A measure preserving system is a quadruple (X,B, µ, T )
where (X,B, µ) is a probability space and T : X → X is a measure preserving transformation.

The morphisms in the category of measure preserving systems are factor maps.

Definition 1.2.5 (Factor map). Let (X,A, µ, T ) and (Y,B, ν, S) be m.p.s. and let φ : X → Y . Then φ is a
factor map if it is surjective, preserves the measure and intertwines T and S, in the sense that S◦φ = φ◦T .

More generally, one can allow φ to be a surjective map between full measure sets X0 ∈ A and Y0 ∈ B such
that T−1X0 = X0 and S−1Y0 = Y0, and the relation S ◦ φ = φ ◦ T only needs to hold in X0.

We say that the system (Y,B, ν, S) is a factor of (X,A, µ, T ) if there is a factor map φ : X → Y . We
will also say that, in this case, (X,A, µ, T ) is an extension of (Y,B, ν, S).

Since in measure theory, sets with 0 measure are considered negligible, the definition of factor maps, and
of isomorphism, needs to flexible enough so that in particular two systems which differ only on a 0 measure
set should be isomorphic. There are several ways to formalize this, unfortunately not all equivalent.

Definition 1.2.6 (Isomorphism). Two measure preserving systems (X,A, µ, T ) and (Y,B, ν, S) are isomor-
phic if there exists a factor maps φ : X → Y and ψ : Y → X such that φ◦ψ and ψ◦φ are almost everywhere
the identity.

For some purposes, the following weaker notion of when two measure preserving systems are “the same”
is more convenient.

Definition 1.2.7 (Conjugacy). Two measure preserving systems (X,A, µ, T ) and (Y,B, ν, S) are conjugate
if there exists a factor map φ : X → Y whose Koopman operator Φ : L2(Y ) → L2(X) given by Φf = f ◦ φ
is an isomorphism of Hilbert spaces.

Exercise 1.2.8. Show that if two systems are isomorphic, then they are conjugate.

The distinction between isomorphism and conjugacy is due only to the fact that the underlying probability
spaces may not be isomorphic, even though the dynamics are. In fact in many cases there is no distinction:

Theorem 1.2.9 ([15, Theorems 2.5 and 2.6]). Let (X,A, µ, T ) and (Y,B, ν, S) be measure preserving systems
where both X and Y are separable complete metric spaces and both A and B are the Borel σ-algebras. Then
the systems are conjugate if and only if they are isomorphic.

Given a m.p.s. (X,A, µ, T ), any σ-subalgebra B ⊂ A which is invariant in the sense that T−1B ∈ B
for every B ∈ B induces a factor of (X,A, µ, T ), namely the system (X,B, µ, T ) (by an abuse of notation
we denote the restriction of µ to B also by µ). Conversely, any factor of (X,A, µ, T ) can be described in
this form, up to conjugacy. Indeed, given a factor map φ : X → Y between the m.p.s. (X,A, µ, T ) and
(Y, C, S, ν), one can consider the σ-algebra B := {φ−1C : C ∈ C} ⊂ A. Then the quadruple (X,B, µ, T ) is a
measure preserving system and it is conjugate (but not necessarily isomorphic) to (Y, C, S, ν).
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1.3. Examples. The following examples will illustrate the above definitions and will guide us for much of
the course.

Example 1.3.1 (Trivial system). Let X = {0} be a singleton, and let A and µ be the only σ-algebra and
probability measure on X and let T : X → X be the identity map. Then (X,A, µ, T ) is a (rather trivial)
measure preserving system, called the one point system.

Example 1.3.2 (Identity systems). Let X = Y = [0, 1], let A be the Borel σ-algebra and let B be the trivial
σ-algebra B = {∅, [0, 1]}. Let µ be the Lebesgue measure, let ν be the restriction of µ to B and let T = S = Id.
Then both tuples (X,A, µ, T ) and (Y,B, ν, S) are measure preserving systems. Since the measure preserving
transformation is the identity, both of these systems are called identity systems.

It is easy to see that (X,A, µ, T ) and (Y,B, ν, S) are not isomorphic, and in fact not even conjugate.
However, (Y,B, ν, S) is conjugate (but not isomorphic) to the one point system.

Example 1.3.3 (Circle rotation). Let X = [0, 1], endowed with the Borel σ-algebra B and the Lebesgue
measure µ. Given α ∈ R we consider the map T = Tα : X → X given by Tx = x+ α mod 1. The fact that
T preserves the measure µ follows from the basic properties of Lebesgue measure.

Alternatively, we can identify the space X (almost everywhere) with the compact group T = R/Z in the
obvious way. The Lebesgue measure on [0, 1] gets identified with the Haar measure on T, and T becomes the
map Tx = x+ α̃ (where α̃ = α+ Z ∈ T). This map clearly preserves the Haar measure.

The reason to call this system a circle rotation is that the group T is isometrically isomorphic to the circle
S1 ⊂ C, viewed as a group under multiplication. The map T under this identification becomes the rotation
T : z 7→ θz, where θ = e2πiα ∈ S1.

The above example can be extended to “rotations” on any compact group X, endowed with the Borel
σ-algebra B and Haar measure µ. Taking any α ∈ X, the map T : x 7→ x + α preserves µ and hence
(X,B, µ, T ) is a measure preserving system, called a group rotation or a Kronecker system .

Example 1.3.4 (Doubling map). Again take (X,B, µ) to be the unit interval X = [0, 1] equipped with its
Borel σ-algebra and Lebesgue measure. Let T : X → X be the doubling map Tx = 2x mod 1.

At first sight it may seem that the doubling map doubles the measure, but in fact it preserves the measure!
For instance, given an interval [a, b] ⊂ [0, 1], the pre-image T−1[a, b] is the union of two intervals, each half
the length of the original interval:

T−1
(
[a, b]

)
=

[
a

2
,
b

2

]
∪
[
a+ 1

2
,
b+ 1

2

]
.

Exercise 1.3.5. Show that the doubling map does indeed preserve the Lebesgue measure. [Hint: use Exer-
cise 1.2.2]

More generally, given a matrix A ∈ GL(n,Z) (or in fact any matrix with integer coefficients and non
zero determinant) one can construct the measure preserving system (X,B, µ, T ) where X = [0, 1]n is the
unit cube in n dimensions, B is the Borel σ-algebra, µ is the Lebesgue measure and Tx = Ax mod Zn.
One way to show that T indeed preserves the measure is by identifying X with the n-dimensional torus
Tn := Rn/Zn (as probability spaces) in the obvious way, and then using Fourier analysis to reducing the
problem to establishing (1.1) for characters.

Even more generally, if X is a compact abelian group, B is the Borel σ-algebra, µ is the Haar measure
and T : X → X is a group automorphism, then (X,B, µ, T ) is a measure preserving system.

Example 1.3.6 (Bernoulli system). Let X = {0, 1}N be the space of all (one-sided) infinite strings of 0’s
and 1’s. Give {0, 1} the discrete topology and let X be have the product topology2. In view of Tychonoff’s
theorem, X is compact.

Let B be the Borel σ-algebra on X. Given p ∈ (0, 1), let µ0 be the measure on {0, 1} given by µ0({1}) = p
(and hence µ0({0}) = 1− p) and then let µ = µN be the product probability measure on X. Equivalently, µ

2This means that a set U ⊂ X is open iff for every x ∈ U there exists n ∈ N such that if y ∈ X satisfies yi = xi for all i ≤ n,
then y ∈ U .
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can be described as the unique measure satisfying

µ
({

(xn)∞n=1 ∈ X : x1 = a1, . . . , xm = am
})

=

m∏
i=1

µ0

(
{ai}

)
for every m ∈ N and a1, . . . , am ∈ {0, 1}.

Exercise 1.3.7. Show that for p = 1/2 the Bernoulli system is isomorphic to the doubling map. [Hint:Write
a number x ∈ (0, 1) in its binary expansion as an infinite string of 0’s and 1’s.]

More generally, Bernoulli systems can be defined over any finite set A , usually called the alphabet.
A measure preserving system is called a Bernoulli system if it is isomorphic to a system of the form
(X,B, µ, T ) where X = A N, B is the σ-algebra of Borel sets, T is the left shift and µ = µN

0 is the product
measure of some arbitrary probability measure µ0 on A .

If T and S are two measure preserving transformations on the same probability space, then so is their
composition T ◦ S. For instance the map x 7→ 2x+ α mod 1 is a measure preserving transformation on the
interval [0, 1] (equipped with Lebesgue measure). Another way to construct new measure preserving systems
out of given ones is by taking products.

Given functions f : X → C and g : Y → C we can form the function f ⊗ g : X × Y → C defined by
(f ⊗ g)(x, y) = f(x)g(y).

Exercise 1.3.8. Let X and Y be compact Hausdorff spaces. Then the subspace of C(X × Y ) consisting
of functions of the form f ⊗ g with f ∈ C(X) and g ∈ C(Y ) is dense. [Hint: Use the Stone-Weierstrass
theorem]

Definition 1.3.9 (Product system). Given two measure preserving systems (X,A, µ, T ) and (Y,B, ν, S),
we define their product to be the m.p.s. (Z, C, λ,R), where Z = X × Y ; C = A ⊗ B is the defined as the
smallest σ-algebra on Z containing all the rectangles A×B for A ∈ A and B ∈ B; λ = µ⊗ ν is the unique
measure on (Z, C) which satisfies λ(A×B) = µ(A)ν(B) for every A ∈ A and B ∈ B; and R : Z → Z is the
map R(x, y) = (Tx, Sy).

Exercise 1.3.10.

• Show that the product of two group rotations is also a group rotation.
• Show that the product of two Bernoulli systems is also a Bernoulli system.

Example 1.3.11 (Skew-product). Let X = [0, 1]2, let A be the Borel σ-algebra and let µ be the Lebesgue
measure. Fix α ∈ R and let T : X → X be the map T (x, y) = (x+α mod 1, y+x mod 1). Then (X,A, µ, T )
is a measure preserving system called a skew-product.

To see why T preserves the measure, observe that in view of Exercises 1.2.2 and 1.3.8 it suffices to check
that for any f, g ∈ C([0, 1])∫ 1

0

∫ 1

0

f(x+ α mod 1)g(x+ y mod 1) dy dx =

∫ 1

0

∫ 1

0

f(x)g(y) dy dx,

which can be directly established.

Exercise 1.3.12. Let π : [0, 1]2 → [0, 1] be the projection onto the first coordinate. Show that π is a factor
map between the skew product (X,A, µ, T ) described in Example 1.3.11 and the circle rotation by α, described
in Example 1.3.3.

Identify the σ-subalgebra B of A which turns (X,B, µ, T ) into a system conjugate to the circle rotation.
Are they isomorphic?

2. Recurrence and ergodicity

2.1. Recurrence.
Here is the first theorem of ergodic theory.

Theorem 2.1.1 (Poicaré recurrence theorem). Let (X,B, µ, T ) be a measure preserving system and let
A ∈ B with µ(A) > 0. Then for some n ∈ N we have

µ(A ∩ T−nA) > 0. (2.1)
5



Proof. The sets A, T−1A, T−2A, . . . all have the same (positive) measure, and all live in X which has measure
1. Therefore we must have µ(T−iA ∩ T−jA) > 0 for some i > j. Finally, letting n = i− j, observe that

µ(A ∩ T−nA) = µ
(
T−j(A ∩ T−nA)

)
= µ(T−iA ∩ T−jA) > 0.

�

Corollary 2.1.2. Let (X,B, µ, T ) be a measure preserving system and let A ∈ B. Then for µ-a.e. x ∈ A
there exists n ∈ N such that Tnx ∈ A, i.e. x returns to A at time n.

Proof. Let B := {x ∈ A : Tnx /∈ A for all n ∈ N}; we need to show that µ(B) = 0. If µ(B) > 0, then
by Theorem 2.1.1 one can find m ∈ N such that B ∩ T−mB has positive measure and, in particular, is
non-empty. But if y ∈ B∩T−mB, then Tmy ∈ B ⊂ A, contradicting the fact that y ∈ B. This contradiction
implies that µ(B) = 0. �

While Poicaré’s recurrence theorem is a simple result, it has a lot of potential for extensions, which in
turn reveal a lot about the structure of measure preserving systems. For instance, how small can we choose
n? How large is the set of n for which (2.1) holds? How large can we make the measure of the intersection
be?

In order to address some of these questions, we make the following definition.

Definition 2.1.3. A set R of natural numbers is called a set of recurrence if for every measure preserving
system (X,B, µ, T ) and every A ∈ B with µ(A) > 0 there exists n ∈ R such that µ(A ∩ T−nA) > 0.

With this notion we can reformulate Poicaré’s recurrence theorem as stating that N is a set of recurrence.

Exercise 2.1.4. Show that the set 2N of even numbers is a set of recurrence. [Hint: Consider the m.p.s.
(X,B, µ, T 2).]

Exercise 2.1.5. Show that the set 2N − 1 of odd numbers is not a set of recurrence. [Hint: Use a m.p.s.
with 2 points.]

Here is a more sophisticated result, due to Furstenberg, which will be proved later in the course.

Theorem 2.1.6. The set Q := {m2 : m ∈ N} of perfect squares is a set of recurrence. In fact, for every
m.p.s. (X,B, µ, T ), every A ∈ B and for every ε > 0 there exists a perfect square n = m2 ∈ N such that

µ(A ∩ T−nA) > µ(A)2 − ε

It turns out that, in Theorem 2.1.6, one can replace the condition that n is a perfect square with the
condition that n+ 1 is a prime number!

Exercise 2.1.7. Show that Theorem 2.1.6 does not hold if the condition that n is a perfect square gets
replaced with the condition that n is a prime number. [Hint: Consider a measure preserving system where
X has only 4 points.]

Exercise 2.1.8. Show that if R ⊂ N is a set of recurrence and is decomposed as R = A ∪ B then either A
or B is a set of recurrence.

In order to prove Theorem 2.1.6 and to answer the other questions raised above, we need to build up
some more ergodic theory.

2.2. Ergodicity. The word ergodic arises from Boltzman’s “ergodic hypothesis” in termodynamics, which
describes a system where, over long periods of time, the time spent by a system in some region of the phase
space of microstates with the same energy is proportional to the volume of this region3. In the language of
measure preserving systems, the ergodic hypothesis would imply that the proportion of time that the orbit
of a point (i.e. the sequence x, Tx, T 2x, . . . ) is in a set A, tends to µ(A). This is in fact the conclusion of
the ergodic theorem, which will be discussed below.

However, there is an obvious obstruction to the ergodic hypothesis: suppose (Xi,Ai, µi, Ti) is a measure
preserving system for each i = 1, 2 with X1 and X2 disjoint. Now let Y = X1 ∪X2, let B be the σ-algebra
generated by A1 ∪ A2, let ν = 1

2µ1 + 1
2µ2 and let S : Y → Y be the map that maps x ∈ Xi to Tix, for

3https://en.wikipedia.org/wiki/Ergodic_hypothesis
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i = 1, 2. Then (Y,B, ν, S) is a measure preserving system, but a point x ∈ X1 (or, more precisely, its orbit)
will never visit X2, even though µ(X2) = 1/2 > 0. A system is ergodic when it avoids this behavior.

Definition 2.2.1. A measure preserving system (X,B, µ, T ) is ergodic if every set A ∈ B satisfying T−1A =
A is trivial in the sense that either µ(A) = 0 or µ(A) = 1.

Proposition 2.2.2. A measure preserving system (X,B, µ, T ) is ergodic if and only if every f ∈ L2 which
is invariant in the sense that f ◦ T = f a.e. is constant a.e.

Proof. For every A ∈ B the indicator function 1A is in L2, and hence we obtain the “only if” implication.
For the converse implication, suppose the system is ergodic and f ∈ L2 is invariant. Then for every t ∈ R,

the set At := {x ∈ X : f(x) > t} is invariant and hence has either measure 0 or 1. Let r = inf{t : µ(At) = 0}.
Then µ(Ar) = 0 because Ar =

⋃
n≥1Ar+1/n. On the other hand µ(At) = 1 for every t < r and hence

µ({x : f(x) ≥ r}) = 1. We conclude that f = r a.e. �

The ergodic theorems asserts, roughly speaking, that ergodic systems satisfy the ergodic hypothesis. Given
a measure preserving system (X,B, µ, T ), the set I ⊂ L2(X) consisting of (almost everywhere) T -invariant
functions, i.e. I := {f ∈ L2(X) : f ◦ T = f} is a closed subspace. Therefore we can consider the orthogonal
projection PI : L2(X) → I defined so that PIf is the element of I which is closest to f . It is not hard to
show that PI is a linear operator, and that it satisfies 〈f − PIf, g〉 = 0 for every g ∈ I. Here and in these
notes, the inner product in L2 is defined by

〈f, g〉 =

∫
X

f(x)g(x) dµ(x).

Theorem 2.2.3 (Birkhoff’s pointwise ergodic theorem, L2 version). Let PI : L2(X)→ I denote the orthog-
onal projection onto the subspace of T -invariant functions. Then for every f ∈ L2

lim
N→∞

1

N

N∑
n=1

f ◦ Tn = PIf a.e.. (2.2)

If the system is ergodic, then I consists only of the constant functions and PIf =
∫
X
f dµ a.e. Therefore

for ergodic systems we have the following corollary.

Corollary 2.2.4. Let (X,B, µ, T ) be an ergodic measure preserving system. Then for every A ∈ B and
almost every x ∈ X,

lim
N→∞

1

N

∣∣∣{n ∈ {1, . . . , N} : Tnx ∈ A
}∣∣∣ = µ(A).

Proof. Apply Theorem 2.2.3 to the indicator function 1A of A and observe that, for each x ∈ X,

N∑
n=1

(1A ◦ Tn)(x) =
∣∣∣{n ∈ {1, . . . , N} : Tnx ∈ A

}∣∣∣.
�

2.3. Mean ergodic theorem. A different version of the ergodic theorem was obtained by von Neumann,
usually called the mean ergodic theorem because it deals with convergence in L2 (or more generally in Lp)
instead of almost everywhere convergence. This version has the advantage that it holds even if one changes
the averaging scheme from {1, . . . , N} to any sequence of intervals {aN , aN + 1, . . . , aN +N}. Moreover, the
simpler proof of von Neumann’s theorem can be easily modified to apply to measure preserving actions of
any amenable group.

Theorem 2.3.1 (von Neumann’s mean ergodic theorem, L2 version). Let PI : L2(X) → I denote the
orthogonal projection onto the subspace of T -invariant functions. Then for every f ∈ L2

lim
N−M→∞

1

N −M

N∑
n=M

f ◦ Tn = PIf in L2(X). (2.3)
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Remark 2.3.2.

lim
N−M→∞

1

N −M

N∑
n=M

hn = c

means that for every ε > 0 there exists some K such that if M,N ∈ N satisfy N − M > K, then∣∣∣∣∣ 1

N −M

N∑
n=M

hn − c

∣∣∣∣∣ < ε. This mode of convergence is often used in ergodic theory and is called a uniform

Cesàro limit or a uniform Cesàro average, as opposed to the kind of averages used in the pointwise
ergodic theorem, called simply Cesàro averages.

Exercise 2.3.3. Show that

lim
N−M→∞

1

N −M

N∑
n=M

hn = c

is equivalent to

∀ (IN )N∈N lim
N→∞

1

|IN |
∑
n∈IN

hn = c

where (IN )N∈N is a sequence of intervals IN = {aN + 1, aN + 2, . . . , aN + bN} whose lengths bN tend to
infinity.

Recall that the Koopman operator ΦT : L2(X) → L2(X) is the linear operator defined by the equation
ΦT f := f ◦ T . Since T is measure preserving, it follows that ΦT is an isometry, i.e., 〈ΦT f,ΦT g〉 = 〈f, g〉.
Therefore Theorem 2.3.1 is a corollary of the following.

Theorem 2.3.4 (von Neumann’s mean ergodic theorem, Hilbert space version). Let H be a Hilbert space,
let Φ : H → H be an isometry and let I ⊂ H be the subspace of invariant vectors, i.e. I = {f ∈ H : Φf = f}.
Let P : H → I be the orthogonal projection onto I. Then for every f ∈ H,

lim
N−M→∞

1

N −M

N∑
n=M

Φnf = Pf in norm (2.4)

Proof. If f ∈ I then (2.4) holds trivially (with both sides equal to f).
On the other hand, if f = g − Φg for some g ∈ H, then for any h ∈ I we have

〈f, h〉 = 〈g, h〉 − 〈Φg, h〉 = 〈g, h〉 − 〈g,Φh〉 = 0

hence f is orthogonal to I and so Pf = 0. Moreover we have that
∑N
n=M Φnf = ΦMg − ΦN+1g, which has

norm at most 2‖g‖, and so the limit in the left hand side of (2.4) is also 0.
Call J the subspace of the vectors of the form g − Φg. We claim that H = I ⊕ J and this concludes the

proof. To prove the claim, let f ⊥ J , we have:

‖f − Φf‖ = ‖f‖2 + ‖Φf‖2 − 2Re〈f,Φf〉
= 2‖f‖2 − 2Re〈f,Φf〉 − 2Re〈f, f − Φf〉 = 2‖f‖2 − 2Re〈f, f〉 = 0

so f ∈ I and hence I = J⊥ and this finishes the proof. �

2.4. Consequences of the ergodic theorem.

Corollary 2.4.1. A measure preserving system (X,B, µ, T ) is ergodic if and only if for every A,B ∈ B,

lim
N−M→∞

1

N −M

N∑
n=M

µ(T−nA ∩B) = µ(A)µ(B). (2.5)

Proof. If the system is not ergodic, then there exists A ∈ B with µ(A) ∈ (0, 1) which is invariant. Therefore,
taking B = X \A, we see that T−nA ∩B = ∅ for every n, contradicting (2.5).

Let f = 1A and g = 1B . Observe that 1T−nA = f◦Tn = ΦnT f . Therefore µ(T−nA∩B) =
∫
X

ΦnT 1A·1B dµ =

〈ΦnT 1A, 1B〉. Since strong (or norm) convergence in L2 implies weak convergence, it follows from(2.3) that

lim
N−M→∞

1

N −M

N∑
n=M

µ(T−nA ∩B) = 〈PIf, g〉.
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Finally, in view of ergodicity, we have that PIf is the constant
∫
X
f dµ = µ(A), and (2.5) follows from the

fact that
∫
X
µ(A)g dµ = µ(A)µ(B). �

Setting A = B in Corollary 2.4.1 we see that, in ergodic system, one can improve Poincaré’s recurrence
theorem by finding n ∈ N such that µ(T−nA ∩ A) is arbitrarily close to µ2(A). One can in fact obtain a
stronger version of this fact, which also applies to non-ergodic systems.

Definition 2.4.2. A set S ⊂ N is called syndetic if it has bounded gaps. More precisely, S is syndetic if
there exists L ∈ N such that every interval {n, n+ 1, . . . , n+L− 1} of length L contains some element of S.

Exercise 2.4.3. Let (an) be a sequence of non-negative real numbers and let a ∈ R. Show that if

lim
N−M→∞

1

N −M

N∑
n=M

an = a,

then for every ε > 0 the set
{n ∈ N : an ≥ a− ε}

is syndetic.

Theorem 2.4.4 (Khintchine’s recurrence theorem). Let (X,B, µ, T ) be a measure preserving system, let
A ∈ B and let ε > 0. Then there exists n ∈ N such that µ(A ∩ T−nA) > µ2(A)− ε, and moreover the set{

n ∈ N : µ(A ∩ T−nA) > µ2(A)− ε
}

is syndetic.

Proof. Applying Theorem 2.3.1 to the indicator function 1A of A we have

lim
N−M→∞

1

N −M

N∑
n=M

µ(T−nA ∩A) =

∫
X

PI1A · 1A dµ.

Since PI is an orthogonal projection it follows that
∫
X
PI1A · 1A dµ = ‖PI1A‖2. We now use the Cauchy-

Schwarz inequality to get

‖PI1A‖2 ≥
(∫

X

PI1A dµ

)2

= µ(A)2.

�

3. Furstenberg’s correspondence principle

3.1. Intersective sets are sets of recurrence. There is no good way to put a probability measure on N,
since it is a countable set and measures are countably additive. The upper density is one alternative way to
describe how large a subset of N is

Definition 3.1.1 (Upper density). Given a set A ⊂ N, its upper density is the quantity

d̄(A) := lim sup
N→∞

∣∣A ∩ [1, N ]
∣∣

N
(3.1)

When the limit in (3.1) exists we denote it by d(A) and call it simply the density of A.

It is clear that both the set of even numbers and the set of odd numbers have density 1/2. More generally,
for every a, b ∈ N, we have d̄(aN+b) = 1/a. But one can also compute the upper density of some less regular
sets; for instance, it can be shown that the set of squarefree numbers has density 6/π2.

Given sets A,B ⊂ N and n ∈ N we define A − n := {m : m + n ∈ A} and A − B := {a − b : a ∈ A, b ∈
B, a > b}.

Exercise 3.1.2. Show that for every A,B ∈ N and n ∈ N
• d̄(A ∪B) ≤ d̄(A) + d̄(B).
• d̄(A− n) = d̄(A).

Definition 3.1.3. A set I ⊂ N is called an intersective set if it has nonempty intersection with every set
of the form A−A where A ⊂ N satisfies d̄(A) > 0.
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Our first connection between combinatorics and ergodic theory is the fact that a set I ⊂ N is intersective
if and only if it is a set of recurrence. In the rest of this subsection we prove one of the implications, the
proof of the other requires the Furstenberg correspondence principle and is left to the next subsection.

We start with a lemma by Bergelson.

Lemma 3.1.4 (Intersectivity lemma). Let (X,B, µ) be a probability space, let ε > 0 and let A1, A2, . . . be a
sequence in B with µ(An) ≥ ε for every n ∈ N. Then there exists a set L ⊂ N with d̄(L) ≥ ε and such that
for every finite set F ⊂ L,

µ

(⋂
n∈F

An

)
> 0.

Proof. For each x ∈ X consider the set Lx := {n ∈ N : x ∈ An}. We have

d̄(Lx) = lim sup
N→∞

∣∣Lx ∩ [1, N ]
∣∣

N
= lim sup

N→∞

∣∣{n ∈ [1, N ] : x ∈ An}
∣∣

N
= lim sup

N→∞

1

N

N∑
n=1

1An(x).

Since the function 1An
is measurable, it follows that the function x 7→ d̄(Lx) is also measurable. From

Fatou’s lemma we obtain∫
X

d̄(Lx) dµ(x) ≥ lim sup
N→∞

1

N

N∑
n=1

∫
X

1An dµ = lim sup
N→∞

1

N

N∑
n=1

µ(An) ≥ ε.

Therefore the set B := {x ∈ X : d̄(Lx) ≥ ε} has positive measure.
Notice that for every x ∈ B and every finite subset F ⊂ Lx we have x ∈

⋂
n∈F An. But we want to ensure

that this intersection has positive measure. To this end, consider the collection

F :=

{
F ⊂ N : F is finite and µ

(⋂
n∈F

An

)
= 0

}
.

This is a countable collection and therefore the set

C :=
⋃
F∈F

⋂
n∈F

An

satisfies µ(C) = 0. Finally, taking x ∈ B \ C we conclude that any intersection of the form
⋂
n∈F An

containing x must have positive measure, and hence Lx satisfies the desired property. �

Corollary 3.1.5. Let I ⊂ N. If I is intersective, then it is a set of recurrence.

Proof. Let (X,B, µ, T ) be a m.p.s. and let A ∈ B with µ(A) > 0. To show that I is a set of recurrence, we
need to find n ∈ I such that µ(A∩T−nA) > 0. Apply Lemma 3.1.4 to the sequence A, T−1A, T−2A, . . . and
let L ⊂ N with d̄(L) ≥ µ(A) be the set given by that lemma.

Since I is intersective, there exists n ∈ I and a, b ∈ L such that a− b = n. It follows from the conclusion
of Lemma 3.1.4 that µ(T−aA ∩ T−bA) > 0, and since T−aA ∩ T−bA = T−b(T−nA ∩ A) we conclude that
indeed µ(T−nA ∩A) > 0 as desired. �

3.2. Furstenberg’s correspondence principle. Let S : N → N be the map S : n 7→ n + 1. It follows
from Exercise 3.1.2 that d̄(S−1A) = d̄(A). In this sense the quadruple (N,P(N), d̄, S) behaves like a measure
preserving system, but of course this is not the case since d̄ is not a measure. The idea behind the Furstenberg
correspondence principle is to make this idea precise in a certain sense.

Furstenberg introduced the correspondence principle in 1977 paper [6] giving an ergodic theoretic proof
of Szemerédi’s theorem in arithmetic progressions (which is discussed in the next subsection). Since then
it has become the fundamental tool in a new area of mathematics, called ergodic Ramsey theory , which
analyses problems in combinatorics by transferring them to ergodic theoretic world, and then proving the
resulting ergodic theoretic statement.
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Lemma 3.2.1 (Furstenberg correspondence principle). Given E ⊂ N there exists a measure preserving
system (X,B, µ, T ) and a set A ∈ B with µ(A) = d̄(E) such that for every finite F ⊂ N,

µ

(⋂
n∈F

T−nA

)
≤ d̄

(⋂
n∈F

S−nE

)
(3.2)

Proof. Denote by N0 = {0, 1, 2, . . . } the set on non-negative integers. Let X = {0, 1}N0 and let B be the
Borel σ-algebra. Let T : X → X be the shift map, so that T : (xn)∞n=0 7→ (xn+1)∞n=0. Let A denote the set
of all sequences (xn)n∈N0

with x0 = 1.

All that remains to do construct is the measure. First find a sequence (Nj) such that d̄(E) = limj→∞
|E∩[1,Nj ]|

Nj
.

Let ω = (ωn)∞n=0 ∈ X be the indicator function of E, so that ωn = 1 iff n ∈ E. For each j ∈ N let µj be the
probability measure on (X,B) defined by

µj =
1

Nj

Nj∑
n=1

δTnω,

where δy is the Dirac point mass at the point y, i.e. δy is a probability measure on (X,B) satisfying δy(B) = 1
if y ∈ B and δy(B) = 0 otherwise. Observe that

d̄(E) = lim
j→∞

|E ∩ [1, Nj ]|
Nj

= lim
j→∞

1

Nj

Nj∑
n=1

ωn = lim
j→∞

µj(A)

Finally, take a weak∗ limit point µ of the sequence (µj)
∞
j=1, observing that it takes values in the weak∗

compact set of probability measures on (X,B). In particular µ(A) = d̄(E).
To show that T preserves the measure µ, recall that a cylinder set in X is a set of the form {(xn)∞n=0 ∈

X : x0 = a0, . . . , xn = an} for some n ∈ N and a0, . . . , an ∈ {0, 1}. In view of the Stone-Weierstrass
theorem, finite linear combinations of indicator functions of cylinder sets form a dense subset of C(X), so
it suffices to show that µ(T−1B) = µ(B) for every cylinder set B. But one can directly compute that∣∣µj(B)− µj(T−1B)

∣∣ < 2/Nj when B is a cylinder and this proves that (X,B, µ, T ) is a measure preserving
system.

It is left to establish (3.2). For n ∈ N we have that T−nA = {x ∈ X : xn = 1}. Therefore for a finite set
F ⊂ N and j ∈ N we have

µj

(⋂
n∈F

T−nA

)
=

1

Nj

∣∣∣{m ∈ [1, Nj ] : (Tmω)n = 1 ∀n ∈ F
}∣∣∣ =

1

Nj

∣∣∣{m ∈ [1, Nj ] : n+m ∈ E ∀n ∈ F
}∣∣∣

=
1

Nj

∣∣∣∣∣
{
m ∈ [1, Nj ] : m ∈

⋂
n∈F

(E − n)

}∣∣∣∣∣ =
1

Nj

∣∣∣∣∣ ⋂
n∈F

S−nE ∩ [1, Nj ]

∣∣∣∣∣
Therefore, given a finite set F ⊂ N,

d̄

(⋂
n∈F

S−nE

)
≥ lim
j→∞

1

Nj

∣∣∣∣∣ ⋂
n∈F

S−nE ∩ [1, Nj ]

∣∣∣∣∣ = lim
j→∞

µj

(⋂
n∈F

T−nA

)
= µ

(⋂
n∈F

T−nA

)
.

�

The correspondence principle allows one to convert many ergodic theoretic results into combinatorial
statements. For instance, by combining the correspondence principle with Khintchine’s recurrence theorem
(Theorem 2.4.4 above) we deduce the following.

Corollary 3.2.2. If E ⊂ N has positive upper density, then E − E is syndetic.

Proof. Apply the correspondence principle to find a measure preserving system (X,B, µ, T ) and a set A ⊂ X
with µ(A) = d̄(E) and satisfying (3.2). Then apply Theorem 2.4.4 with any ε < µ2(A) to conclude that
the set S := {n ∈ N : µ(A ∩ T−nA) > 0} is syndetic. In view of (3.2) it follows that for every n ∈ S,
d̄(E ∩ S−nE) > 0. Letting x be any number in the intersection E ∩ S−nE it follows that x ∈ E and that
x+ n ∈ E; therefore n ∈ E − E. We conclude that S ⊂ E − E and hence E − E is syndetic. �
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We now conclude the proof of the fact that a set of natural numbers is intersective if and only if it is a
set of recurrence.

Theorem 3.2.3. Let R ⊂ N. Then R is a set of recurrence if and only if it is an intersective set.

Proof. One direction was established in Corollary 3.1.5. To prove the other direction, suppose that R is a
set of recurrence and let E ⊂ N satisfy d̄(E) > 0. We need to show that (E − E) ∩ R 6= ∅. Applying the
correspondence principle we find a measure preserving system (X,B, µ, T ) and a set A ⊂ X with µ(A) = d̄(E)
and satisfying (3.2). Since R is a set of recurrence there exists n ∈ R such that µ(A ∩ T−nA) > 0. In view
of (3.2) it follows that d̄(E ∩ S−nE) > 0. Letting x be any number in the intersection E ∩ S−nE it follows
that x ∈ E and that x+ n ∈ E; therefore n ∈ E − E. �

3.3. Szemerédi’s theorem in arithmetic progressions. A (finite) arithmetic progression is a set of
the form {a, a + b, a + 2b, . . . , a + kb} for some a, b, k ∈ N. The length of an arithmetic progression is its
cardinality. The study of arithmetic progressions as a combinatorial entity began with van der Waerden’s
theorem.

Theorem 3.3.1 (van der Waerden). If N is partitioned into finitely many sets N = C1 ∪ · · · ∪Cr, then one
of the Ci contains arbitrarily long arithmetic progressions.

Van der Waerden’s theorem is one of the oldest results in the area now called Ramsey theory, preceding
Ramsey’s theorem itself by a decade. In 1936 Erdős and Turán conjectured that in fact every set with
positive upper density contains arbitrarily long arithmetic progressions, which is a strengthening of van der
Waerden’s theorem. The conjecture was solved 40 years later by Szemerédi.

Theorem 3.3.2 (Szemerédi). Every E ⊂ N with d̄(E) > 0 contains arbitrarily long arithmetic progressions.

Szemerédi’s theorem and its several proofs have a truly remarkable history, which this paragraph is too
small to contain. In these notes we are mainly concerned with the ergodic theoretic proof of Furstenberg.
To see how Szemerédi’s theorem can be interpreted in ergodic theoretic language, note that

{a, a+ b, a+ 2b, . . . , a+ kb} ⊂ E ⇐⇒ a ∈ E ∩ S−bE ∩ S−2bE ∩ · · · ∩ S−kbE
Thus Szemerédi’s theorem can be rephrased as: if E ⊂ N has d̄(E) > 0 then for every k ∈ N there exists
b ∈ N such that E∩S−bE∩S−2bE∩ · · ·∩S−kbE 6= ∅. Furstenberg proved a strengthening of this statement.

Theorem 3.3.3. Let E ⊂ N with d̄(E) > 0 and let k ∈ N. Then

lim inf
N→∞

1

N

N∑
n=1

d̄
(
E ∩ S−nE ∩ S−2nE ∩ · · · ∩ S−knE

)
> 0.

Furstenberg’s result in fact uses uniform Cesáro averages. In view of the correspondence principle, Theo-
rem 3.3.3 (and hence Szemerédi’s theorem) follows from the following multiple recurrence theorem.

Theorem 3.3.4 (Furstenberg’s multiple recurrence theorem). Let (X,B, µ, T ) be a m.p.s. and let A ∈ B
with µ(A) > 0. Then for every k ∈ N there exists n ∈ N such that

µ(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA) > 0.

In fact

lim
N−M→∞

1

N −M

N∑
n=M

µ(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA) > 0. (3.3)

Remark 3.3.5. In [6], Furstenberg didn’t show that the limit in (3.3) exists, he showed only that the lim inf
is positive. This is enough information to recover Szemerédi’s theorem. The existence of the limit remained
an open problem until 2005, when it was established by Host and Kra in [10].

As a corollary of Theorem 3.3.4 we obtain the following strengthening of Szemerédi’s theorem.

Corollary 3.3.6. Let E ⊂ N have d̄(E) > 0 and let k ∈ N. Then the set of common differences of arithmetic
progressions of length k + 1 contained in E, i.e., the set{

n ∈ N : ∃a ∈ N s.t. {a, a+ n, a+ 2n, . . . , a+ kn} ⊂ E
}

is syndetic.
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Proof. Using the correspondence principle (Lemma 3.2.1) we find a m.p.s. (X,B, µ, T ) and a set A ∈ B with
µ(A) = d̄(E) and satisfying (3.2). Apply the multiple recurrence theorem (Theorem 3.3.4) to A. Combining
(3.3) and (3.2) it follows that if there exists L ∈ N such that whenever N −M > L one has

1

N −M

N∑
n=M

d̄
(
E ∩ S−nE ∩ · · · ∩ S−knE) > 0.

Therefore the set S := {n : d̄
(
E ∩ S−nE ∩ · · · ∩ S−knE) > 0} is syndetic, and for every n ∈ S and any

a ∈ E ∩ S−nE ∩ · · · ∩ S−knE we have {a, a+ n, a+ 2n, . . . , a+ kn} ⊂ E. �

The proof of Theorem 3.3.4 will require a deeper understanding of the structure of measure preserving
systems, which we start analyzing in the next section.

4. Polynomial recurrence

In this section we prove Theorem 2.1.6. While this result is more sophisticated than the recurrence results
already established, it is still fairly simple to prove. The main purpose of this section is then to introduce
some of the tools and ideas that will appear again later, with a simple application as motivation.

One of these tools, and a fundamental lemma in ergodic Ramsey theory, is the van der Corput lemma,
sometimes called the van der Corput trick. My survey with Bergelson [1] explores the many directions in
which one can make use of this trick. In order to properly talk about the van der Corput lemma we need
some basic notions in the theory of uniform distribution.

4.1. Uniform distribution. The original lemma due to van der Corput [3] is concerned with uniform
distribution in the unit interval.

Definition 4.1.1. A sequence (xn)∞n=1 taking values in [0, 1] is said to be uniformly distributed or
equidistributed if for every interval (a, b) ⊂ [0, 1],

lim
N→∞

1

N

∣∣∣{n ∈ [1, N ] : xn ∈ (a, b)
}∣∣∣ = b− a. (4.1)

Due to the fact that there are uncountably many intervals (a, b) inside [0, 1], it is not clear that uniformly
distributed sequences even exist. However, we have the following criterion by Weil [16] (for a proof, see [12,
Theorems 1.1.1 and 1.2.1]).

Lemma 4.1.2 (Weyl criterion). Let (xn)∞n=1 be a sequence taking values in [0, 1]. The following are equiv-
alent.

(1) (xn)∞n=1 is uniformly distributed.
(2) For every continuous function f ∈ C[0, 1],

lim
N→∞

1

N

N∑
n=1

f(xn) =

∫ 1

0

f(t) dt.

(3)

∀ h ∈ N lim
N→∞

1

N

N∑
n=1

e2πihxn = 0. (4.2)

Example 4.1.3. Let α ∈ R \ Q. Then the sequence xn = nα mod 1 is uniformly distributed. Indeed, for
every h,N ∈ N we have

1

N

N∑
n=1

e2πihxn =
1

N

N∑
n=1

(
e2πihα

)n
=

1

N
· e

2πihα(N+1) − e2πihα

e2πihα − 1

and the last expression converges to 0 as N →∞.

Exercise 4.1.4. Show that the sequence xn =
√
n mod 1 is uniformly distributed.

Exercise 4.1.5. Show that the sequence xn = log n mod 1 is not uniformly distributed.

Here is the original version of the van der Corput trick.
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Lemma 4.1.6. Let (xn)∞n=1 be a sequence taking values in R. If for every m ∈ N the sequence n 7→
xn+m − xn mod 1 is uniformly distributed, then also the sequence n 7→ xn mod 1 is uniformly distributed.

We will prove a more general result below. As a corollary of Lemma 4.1.6 we obtain Weyl’s equidistribution
theorem.

Corollary 4.1.7. Let f ∈ R[t] be a polynomial with real coefficients. If at least one of the coefficients of f ,
other than the constant term, is irrational, then f(n) mod 1 is uniformly distributed.

Proof. We proceed by induction on the degree d = d(f) of the largest degree term of f with an irrational
coefficient. If d = 1, then the sequence f(n) mod 1 is the sum of a periodic sequence (say of period p) and
the sequence n 7→ nα mod 1 where α is the irrational coefficient of degree 1. Since pα is still irrational, one
can adapt the argument in Example 4.1.3 to show that f(n) mod 1 is indeed uniformly distributed when
d = 1.

Next suppose that d > 1. For each m ∈ N, the sequence gm : n 7→ f(n+m)− f(n) is itself a polynomial
with d(gm) = d(f) − 1 by induction, gm mod 1 is uniformly distributed, and in view of Lemma 4.1.6, so is
f(n) mod 1. �

4.2. The van der Corput trick. For the purposes of ergodic Ramsey theory, the most useful version of
the van der Corput trick deals with sequences of vectors in a Hilbert space.

Lemma 4.2.1. Let H be a Hilbert space and let (xn)∞n=1 be a bounded sequence taking values in H. If for
every d ∈ N,

lim
N→∞

1

N

N∑
n=1

〈xn+d, xn〉 = 0 (4.3)

then

lim
N→∞

1

N

N∑
n=1

xn = 0.

There is also a version for uniform Cesàro averages, which can be proved in the same way. Before proving
Lemma 4.2.1, let’s see how it implies van der Corput’s original lemma

Proof of Lemma 4.1.6. Let (xn)∞n=1 be a sequence taking values in R such that for every m ∈ N the sequence
n 7→ xn+m − xn mod 1 is uniformly distributed. Using the Weyl’s criterion in the form of (4.2), and using

the notation e(x) to denote e2πix, it follows that for every m,h ∈ N, limN→∞
1
N

∑N
n=1 e

(
h(xn+m−xn)

)
= 0.

Let H = C be the one dimensional Hilbert space, with the usual inner product 〈z, w〉 := zw̄. Fix h ∈ N.

Letting un = e(hxn) we deduce that limN→∞
1
N

∑N
n=1〈un+m, un〉 = 0. Using Lemma 4.2.1 it follows that

limN→∞
1
N

∑N
n=1 un = 0. In other words, limN→∞

1
N

∑N
n=1 e(hxn) = 0, and since h ∈ N was arbitrary it

follows from (4.2) that xn mod 1 is indeed uniformly distributed. �

We will sometimes need a version of the van der Corput trick slightly stronger than Lemma 4.2.1. For
completeness, we state simultaneously a version for regular Cesàro averages, as well as a version for uniform
Cesàro averages.

Lemma 4.2.2. Let H be a Hilbert space and let (xn)∞n=1 be a bounded sequence taking values in H. If

lim
D→∞

1

D

D∑
d=1

lim sup
N→∞

∣∣∣∣∣ 1

N

N∑
n=1

〈xn+d, xn〉

∣∣∣∣∣ = 0

(
or lim

D→∞

1

D

D∑
d=1

lim sup
N−M→∞

∣∣∣∣∣ 1

N −M

N∑
n=M

〈xn+d, xn〉

∣∣∣∣∣ = 0

)
then

lim
N→∞

1

N

N∑
n=1

xn = 0

(
resp. lim

N−M→∞

1

N −M

N∑
n=M

xn = 0

)
We now prove Lemma 4.2.1. The proof can be adapted to yield the stronger form of Lemma 4.2.2, but

since the adaptation is mostly of a technical nature, we will omit it from this notes. The interested reader
can find a very complete proof of Lemma 4.2.2 in [4, Theorem 7.11].
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Proof of Lemma 4.2.1. For any ε > 0 and any D ∈ N, if N ∈ N is large enough we have∥∥∥∥∥ 1

N

N∑
n=1

xn −
1

D

D∑
d=1

1

N

N∑
n=1

xn+d

∥∥∥∥∥ < ε

2

Hence it suffices to show that, if D is large enough,

lim sup
N→∞

∥∥∥∥∥ 1

D

D∑
d=1

1

N

N∑
n=1

xn+d

∥∥∥∥∥ < ε

2

Using the Cauchy-Schwarz inequality we have

lim sup
N→∞

∥∥∥∥∥ 1

N

N∑
n=1

1

D

D∑
d=1

xn+d

∥∥∥∥∥
2

≤ lim sup
N→∞

1

N

N∑
n=1

∥∥∥∥∥ 1

D

D∑
d=1

xn+d

∥∥∥∥∥
2

= lim sup
N→∞

1

N

N∑
n=1

1

D2

D∑
d1,d2=1

〈xn+d1 , xn+d2〉

≤ 1

D2

D∑
d1,d2=1

lim sup
N→∞

1

N

N∑
n=1

〈xn+d1 , xn+d2〉 (4.4)

Note that, for d1 6= d2, it follows from (4.3) that 1
N

∑N
n=1〈xn+d1 , xn+d2〉 → 0 as N →∞. We conclude that

the quantity in (4.4) is bounded by D
D2 = 1

D which is arbitrarily small for large enough D. �

4.3. Total ergodicity.

Definition 4.3.1. A measure preserving system (X,B, µ, T ) is totally ergodic if for every n ∈ N, the
measure preserving system (X,B, µ, Tn) is ergodic.

A convenient notation we will often use from now on is the following: given a m.p.s. (X,B, µ, T ) and a
function f ∈ L2(X), we denote by Tf the composition f ◦T (another way to think about this is, as an abuse
of language, to denote by T the associated Koopman operator).

Example 4.3.2. Recall the circle rotation (X,B, µ, T ) described in Example 1.3.3, where X = [0, 1], B is
the Borel σ-algebra, µ is the Lebesgue measure and T : x 7→ x + α mod 1. This system is totally ergodic if
and only if α is irrational. Indeed, if α is rational, say α = p/q, then qα is an integer and hence T q is the
identity map on [0, 1], which is trivially not ergodic.

On the other hand, if α is irrational, then the system is ergodic. To see this we use the ergodic theorem.
Then we need to show that for every f ∈ L2 the average

lim
N→∞

1

N

N∑
n=1

Tnf

is a constant function. But this is easy to check for functions t 7→ e(nt) with n ∈ Z, and finite linear
combinations of functions of this kind form a dense subset of L2.

Finally, for every n ∈ N, the measure preserving system (X,B, µ, Tn) is the circle rotation by nα; since
nα is also irrational when α is, the system (X,B, µ, T ) is totally ergodic in this case.

Example 4.3.3. Let X = {0, 1}, B the discrete σ-algebra, µ the normalized counting measure and T : x 7→
x+1 mod 2. In other words (X,B, µ, T ) is a transposition on 2 points. Then this system is ergodic, since the
only sets with measure in (0, 1) are the singletons {0} and {1}, and neither of them is invariant. However,
the system is not totally ergodic, since T 2 is the identity map and leaves both singletons (which have positive
measure) invariant.

While Example 4.3.3 seems rather trivial, it turns out that finite systems are in some sense the only
obstruction to total ergodicity:

Theorem 4.3.4. Let (X,A, µ, T ) be an ergodic system. Then it is totally ergodic if and only if it does not
contain any non-trivial finite factor.
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Proof. Let (Y,B, ν, S) be a non-trivial finite system and suppose that there is a factor map π : X → Y . Let
y ∈ Y be such that ν({y}) ∈ (0, 1) and let A = π−1({y}). Then µ(A) = ν({y}) ∈ (0, 1). Let n = |Y |!.
Then Sn acts trivially on Y , and in particular S−n{y} = {y}. Therefore T−nA = A and we conclude that
(X,A, µ, Tn) is not ergodic.

To prove the converse direction, suppose that (X,A, µ, T ) is not totally ergodic. Let n ∈ N be such that
Tn is not ergodic and let A ∈ A be such that µ(A) ∈ (0, 1) and T−nA = A. It follows that the σ-algebra
generated by the sets A, T−1A, . . . , T−(n−1)A is invariant under T , finite and non-trivial. In view of the
discussion following Theorem 1.2.9, we conclude that (X,A, µ, Tn) has a non-trivial finite factor. Here is a
more explicit construction of this factor.

Assume that n is the smallest for which Tn is not ergodic. The function f =
∑n−1
i=0 T

i1A satisfies

Tf =
∑n−1
i=1 T

i1A + Tn1A = f , so by ergodicity it must be a constant, namely
∫
X
f dµ which equals nµ(A).

Since f only takes integer values, nµ(A) must be an integer. If µ(A) > 1/n then µ(A ∩ T−iA) > 0 for some
i ∈ {1, . . . , n− 1}. If µ(A∩T−iA) = µ(A) then T−iA = A a.e., contradicting the minimality of n. Therefore

0 < µ(A ∩ T−iA) < µ(A). But since A is invariant under T−n, then so is Ã = A ∩ T−iA. If µ(Ã) > 1/n we
can repeat the argument until we find a set C ∈ A, invariant under Tn with measure µ(C) = 1/n (using the
fact that any set invariant under T−n must have measure k/n for some k ∈ [0, n]).

Now let Y = {0, . . . , n−1}, let B be the discrete σ-algebra on Y , let ν be the normalized counting measure
and let S : y 7→ y + 1 mod n. Then (Y,B, ν, S) is a measure preserving system and π : X → Y given by
π(x) = {i ∈ Y : x ∈ T−iC} is a factor map.

�

Exercise 4.3.5. Show that Theorem 4.3.4 holds even without the ergodicity assumption.

Exercise 4.3.6. Let (X,A, µ, T ) be a measure preserving system and let (Y,B, ν, S) be a factor. Prove that:

• If (X,A, µ, T ) is ergodic, then so is (Y,B, ν, S).
• If (X,A, µ, T ) is totally ergodic, then so is (Y,B, ν, S).

In Theorem 4.3.4 we characterized the obstructions to total ergodicity. On the other hand, when a system
(X,B, µ, T ) is totally ergodic, we obtain from the ergodic theorem the following corollary.

Corollary 4.3.7. Let (X,B, µ, T ) be a measure preserving system. Then it is totally ergodic if and only if
for every f ∈ L2(X) and every q, r ∈ N,

lim
N→∞

1

N

N∑
n=1

T qn+rf =

∫
X

f dµ. in L2(X) (4.5)

Proof. If the system is not totally ergodic, then there exists q ∈ N and a non-constant f ∈ L2(X) such that
T qf = f . Thus (4.5) implies that the system is totally ergodic.

To prove the converse direction, let (X,B, µ, T ) be totally ergodic and let f ∈ L2(X) and q, r ∈ N be
arbitrary. Applying the ergodic theorem (Theorem 2.3.1) to the (ergodic) system (X,B, µ, T q) we conclude
that

lim
N→∞

1

N

N∑
n=1

T qn+rf = lim
N→∞

1

N

N∑
n=1

(T q)n(T rf) =

∫
X

T rf dµ =

∫
X

f dµ.

�

Remark 4.3.8. A measure preserving system (X,B, µ, T ) is called invertible if T is invertible a.e. and
the inverse is measurable and measure preserving. In this situation we can allow q and r in Corollary 4.3.7
to be negative, but if the system is not invertible, then the expression Tnf does not make sense for a negative
value of n.

Nevertheless, Corollary 4.3.7 still makes sense when r < 0, even if the system is not invertible. Indeed, in
this case the expression qn+ r is positive for all but finitely many values of n, and since we take an average
over N we can just ignore those finitely many values.

One could interpret the expression T qn+r appearing in (4.5) as T p(n) where p is a linear polynomial. The
following theorem reveals the power of the van der Corput trick, which allows one to upgrade Corollary 4.3.7
to general polynomials.
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Theorem 4.3.9. Let (X,B, µ, T ) be a totally ergodic system and let p ∈ Z[x] be such that either the system
is invertible or the polynomial has a positive leading coefficient. Then for every f ∈ L2(X),

lim
N→∞

1

N

N∑
n=1

T p(n)f =

∫
X

f dµ. in L2(X) (4.6)

Proof. We proceed by induction on the degree of p. If p is linear, then the result follows from Corollary 4.3.7,
so assume that p has degree at least 2. Eq. (4.6) holds for f if and only if it holds for f − c where c is a
constant; therefore, after subtracting

∫
X
f dµ from f we can assume that

∫
X
f dµ = 0. Letting xn = T p(n)f ,

we need to show that limN→∞
1
N

∑N
n=1 xn = 0, and to this end we will invoke the van der Corput lemma

(Lemma 4.2.1). Fixing d ∈ N we can compute

〈xn+d, xn〉 =

∫
X

T p(n+d)f · T p(n)f dµ =

∫
X

T p(n+d)−p(n)f · f dµ =
〈
T p(n+d)−p(n)f, f

〉
.

Since n 7→ p(n+ d)− p(n) is a polynomial of degree smaller than the degree of p, we can use the induction
hypothesis (together with the fact that convergence in L2(X) implies convergence in the weak topology) to
conclude

lim
N→∞

1

N

N∑
n=1

〈xn+d, xn〉 =

〈
lim
N→∞

1

N

N∑
n=1

T p(n+d)−p(n)f, f

〉
= 0.

This establishes the hypothesis (4.3) of the van der Corput lemma, so we conclude that lim
N→∞

1

N

N∑
n=1

xn = 0,

as desired. �

Remark 4.3.10. Both Corollary 4.3.7 and Theorem 4.3.9 have versions for uniform Cesàro averages, which
can be proved in the exact same way. The choice to present the regular Cesàro versions was made with the
hope that the main ideas became more transparent.

4.4. Polynomial recurrence via the spectral theorem. An immediate corollary of Theorem 4.3.9 is
the following recurrence theorem for totally ergodic systems.

Corollary 4.4.1. For any totally ergodic system (X,B, µ, T ), any set A ∈ B, any polynomial p ∈ Z[x] (with
a positive leading coefficient) and any ε > 0, there exists n ∈ N such that µ(A ∩ T−p(n)A) > µ2(A)− ε.

In this subsection we see how this result can be extended to general measure preserving systems.
First, by looking at the rotation on two point from Example 4.3.3, and considering the polynomial

p(n) = 2n − 1, we see that Corollary 4.4.1 does not hold without the total ergodicity assumption for
every polynomial.

Definition 4.4.2. A polynomial p ∈ Z[x] is called divisible or intersective if for every k ∈ N there exists
n ∈ N such that p(n) is a multiple of k.

If p(0) = 0 or, more generally, p has an integer root, then it is divisible. However there are polynomials,
such as p(x) = (x2 − 3)(x2 − 5)(x2 − 15) which have no integer root but are divisible. It is easy to see that
if p is not divisible, then there exists a finite system where recurrence does not occur at times of the form
p(n). In other words, if p is not divisible, then the set {p(n) : n ∈ N} is not a set of recurrence. The converse
of this observation is the content of the following theorem, which significantly extends Theorem 2.1.6.

Theorem 4.4.3. Let (X,B, µ, T ) be a measure preserving system, let A ∈ B, let ε > 0 and let p ∈ Z[x] be a
divisible polynomial with a positive leading coefficient. Then there exists n ∈ N such that µ(A ∩ T−p(n)A) >
µ2(A)− ε.

Observe the following immediate corollary.

Corollary 4.4.4. Let p ∈ Z[x] have positive leading coefficient. Then the set {p(n) : n ∈ N} is a set of
recurrence if and only if p is divisible.
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In view of Theorem 3.2.3, for every divisible polynomial p and every set A ⊂ N with positive upper density
contains two numbers a, b whose difference a− b is of the form a− b = p(n) for some n.

We will present two proofs of Theorem 4.4.3 which illustrate different useful techniques in obtaining
recurrence results. For the first proof we will need the spectral theorem for unitary operators. More precisely,
we will use the following corollary, which can be proved independently.

Theorem 4.4.5 (Herglotz theorem). Let H be a Hilbert space and let U : H → H be an isometry. For
every f ∈ H there exists a finite measure ν on T = R/Z whose Fourier transform satisfies

ν̂(n) :=

∫ 1

0

e(−nx) dν(x) = 〈Unf, f〉 ∀n ∈ N

Sketch of the proof. For each N ∈ N let φN : T→ [0,∞) be the function

φN (t) :=
1

N

∥∥∥∥∥
N∑
n=1

e(nt)Unf

∥∥∥∥∥
2

= ‖f‖2 +
1

N

N−1∑
n=1

(N − n)
(
e(nt)

〈
Unf, f

〉
+ e(nt)

〈
Unf, f

〉)
and let νN be the measure on T with density φN . Let (Nk)∞k=1 be an increasing sequence such that

(
νNk

)∞
k=1

converges as k →∞ to a measure ν in the weak∗ topology. Finally we can compute, for m ∈ N,

ν̂(m) =

∫ 1

0

e(−mt) dν(t) = lim
k→∞

∫ 1

0

e(−mt) dνk(t) = lim
k→∞

∫ 1

0

e(−mt)φNk
(t) dt

= lim
k→∞

1

Nk

Nk−1∑
n=1

(Nk − n)
(〈
Unf, f

〉 ∫ 1

0

e
(
(n−m)t

)
dt+

〈
Unf, f

〉 ∫ 1

0

e
(
(−n−m)t

)
dt
)

= lim
k→∞

1

Nk
(Nk −m) =

〈
Umf, f

〉
�

We are now ready to give a first proof of Theorem 4.4.3.

Proof of Theorem 4.4.3. Apply Herglotz theorem (Theorem 4.4.5) to the indicator function 1A of A and let
ν be the corresponding measure on T. Then for every n ∈ N, µ(A∩T−nA) =

∫
X

1A ·Tn1A dµ = ν̂(n). Using
the bounded convergence theorem and the sum of a geometric series we observe that

lim
N→∞

1

N

N∑
n=1

ν̂(n) =

∫ 1

0

lim
N→∞

1

N

N∑
n=1

e(−nt) dν(t) =

∫ 1

0

1{0}(t) dν(t) = ν({0}).

On the other hand, using the mean ergodic theorem (Theorem 2.3.1) together with the Cauchy-Schwarz
inequality as in the proof of Khintchine’s theorem (Theorem 2.4.4) we have that

lim
N→∞

1

N

N∑
n=1

ν̂(n) = lim
N→∞

1

N

N∑
n=1

µ(A ∩ T−nA) = ‖PI1A‖2 ≥ µ(A)2.

Putting the two together it follows that ν({0}) ≥ µ2(A). Unfortunately, it is not true in general that the
average of µ(A ∩ T−p(n)A) over all n ∈ N is (at least) µ2(A). Instead we need to locate a subset of N on
which the average of µ(A ∩ T−nA) is at least µ2(A)− ε. It turns out that this subset of N is determined by
the rational points in (0, 1) to which ν attributes positive measure.

The measure ν is finite, thus for every ε > 0 there exists a finite set F ⊂ Q ∩ (0, 1) such that∑
t∈Q\(F∪{0})

ν({t}) < ε.

Let k ∈ N be such that kt ∈ N for every t ∈ F . Since p is divisible, there exists n0 ∈ N such that
p(n0) ≡ 0 mod k. Let q : n 7→ p(n0 + kn) and observe that q ∈ Z[x] satisfies q(n) ≡ p(n0) ≡ 0 mod k for
every n ∈ N.
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Next observe that, using again the bounded convergence theorem,

lim
N→∞

1

N

N∑
n=1

µ(A ∩ T−q(n)A) = lim
N→∞

1

N

N∑
n=1

ν̂
(
q(n)

)
= lim
N→∞

1

N

N∑
n=1

∫ 1

0

e
(
− tq(n)

)
dν(t) =

∫ 1

0

ψ(t) dν(t),

(4.7)

where ψ(t) = limN→∞
1
N

∑N
n=1 e

(
− tq(n)

)
. We are going to split the last integral into three pieces,

according to the partition of the interval

[0, 1) = {0} ∪
(
Q ∩ (0, 1)

)
∪
(
(R \Q) ∩ (0, 1)

)
.

The first piece can be directly evaluated as ν({0}). The third piece turns out to be 0. Indeed, for each
irrational t ∈ (0, 1), the polynomial n 7→ tq(n) has an irrational coefficient. In view of Weyl’s equidistribution
theorem (Corollary 4.1.7) the sequence n 7→ tq(n) mod 1 is uniformly distributed, and by Weyl’s criterion
(Lemma 4.1.2) this implies that ψ(t) = 0, and in particular

∫
(R\Q)∩(0,1) ψ(t) dν(t) = 0. Thus (4.7) becomes

lim
N→∞

1

N

N∑
n=1

µ(A ∩ T−q(n)A) = ν({0}) +

∫
Q∩(0,1)

ψ(t) dν(t).

Since ν({0}) ≥ µ2(A), it suffices to show that the integral over the rationals is > −ε. To do this, we further
split the integral into two∫

Q∩(0,1)
ψ(t) dν(t) =

∫
F

ψ(t) dν(t) +

∫
Q∩(0,1)\F

ψ(t) dν(t).

But from the construction of F it follows that ν(Q ∩ (0, 1) \ F ) < ε. Since ψ has supremum at most 1, it
follows that the second integral is > −ε. Finally, since for every t ∈ F and n ∈ N, tq(n) is an integer, we
conclude that ψ(t) = 1 for every t ∈ F and hence

∫
F
ψ dν = ν(F ) ≥ 0, and therefore

∫
Q∩(0,1) ψ(t) dν(t) > −ε

as needed. �

The above proof of Theorem 4.4.3 (and hence of Corollary 4.4.4) can be modified to yield other sets of
recurrence.

Theorem 4.4.6. Let P denote the set of prime numbers and let a ∈ Z. Then the set P + a is a set of
recurrence if and only if |a| = 1.

In order to prove Theorem 4.4.6 we need some information about the primes, which comes in the form of
a theorem of Vinogradov [14].

Theorem 4.4.7. Let (pn)∞n=1 be the increasing enumeration of the primes and let α ∈ R \ Q. Then the
sequence n 7→ pnα mod 1 is uniformly distributed.

Moreover, if a, b ∈ N are coprime and (qn)∞n=1 is the increasing enumeration of the primes which are
congruent to a mod b, then for every α ∈ R \Q the sequence n 7→ qnα mod 1 is uniformly distributed.

Proof of Theorem 4.4.6. If |a| 6= 1, then there exists k such that no element of P + a is a multiple of k. For
a = 0 we can take k = 4, and for |a| > 1 we can take k = a3. In any case, taking a cycle on k points we see
that P + a is not a set of recurrence.

If |a| = 1, we proceed as in the proof of Theorem 4.4.3. Let ν be the measure on T given by applying
Herglotz theorem to 1A. As above, ν({0}) ≥ µ2(A), and for every ε > 0 we can find a finite set F ⊂ Q∩(0, 1)
such that ν(Q∩ (0, 1) \F ) < ε. Let k ∈ N be such that kt ∈ N for every t ∈ F and let (qn) be the increasing
enumeration of the primes which are congruent to −a mod k (this is an infinite set by Dirichlet’s theorem).
As in (4.7),

lim
N→∞

1

N

N∑
n=1

µ(A ∩ T−(qn+a)A) =

∫ 1

0

ψ(t) dν(t),

where ψ(t) = limN→∞
1
N

∑N
n=1 e

(
t(qn + a)

)
. Theorem 4.4.7 implies that n 7→ qnt mod 1 is uniformly

distributed for every t ∈ R \Q, which in turn implies that ψ(t) = 0 for any such t. Since (qn + a)t ∈ N for
every t ∈ F , it follows that ψ(t) = 1 for every such t. Finally, since ν(Q ∩ (0, 1) \ F ) < ε we conclude that∫ 1

0

ψ(t) dν(t) =

∫
{0}

ψ(t) dt+

∫
(0,1)\Q

ψ(t) dt+

∫
Q∩(0,1)\F

ψ(t) dt+

∫
F

ψ(t) dt ≥ µ2(A)− ε.
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4.5. Polynomial recurrence via L2 decomposition. We saw in the proof of von Neumann’s mean ergodic
theorem that for any measure preserving system (X,B, µ, T ), the Hilbert space L2(X) can be decomposed as

the direct sum of the orthogonal subspaces I := {f ∈ L2(X) : Tf = f} and J := {f − Tf : f ∈ L2(X)}. The
idea of decomposing L2(X) into orthogonal pieces with opposite dynamical properties, and more generally,
of decomposing a measure preserving system in some sense into a “structured” and a “mixing” components
turns out to be very fruitful.

Consider the following subspaces of L2(X):

Hrat :=
{
f ∈ L2(X) : T kf = f for some k ∈ N

}
; Hte :=

{
f ∈ L2(X) : ∀ k ∈ N, lim

N→∞

1

N

N∑
n=1

T knf = 0

}
Observe that in a totally ergodic system the space Hrat consists only of constant functions, while the space
Hte contains every function with 0 integral. The following proposition generalizes this observation.

Proposition 4.5.1. For any measure preserving system (X,B, µ, T ), the spaces Hrat and Hte are orthogonal
and L2(X) = Hrat ⊕Hte.

Proof. Let f ∈ L2(X) be such that T kf = f for some k ∈ N and let g ∈ Hte. Then 〈f, g〉 = 〈T kf, T kg〉 =
〈f, T kg〉. Iterating this observation we deduce that 〈f, g〉 = 〈f, T kng〉 for every n ∈ N. Averaging over n we
then deduce

〈f, g〉 = lim
N→∞

1

N

N∑
n=1

〈f, T kng〉 =

〈
f, lim
N→∞

1

N

N∑
n=1

T kng

〉
= 0,

showing that Hrat and Hte are orthogonal.
Now suppose that f ∈ L2(X) is orthogonal to Hrat, we need to show that f ∈ Hte. But for every

k ∈ N, the space Hrat contains the invariant subspace Ik for the system (X,B, µ, T k). It follows that f is

orthogonal to Ik for every k, and in view of the mean ergodic theorem, limN→∞
1
N

∑N
n=1 T

knf = 0, so that
indeed f ∈ Hte. �

Here is how to use this decomposition to prove Theorem 4.4.3.

Proof of Theorem 4.4.3. Decompose 1A = f + g with f ∈ Hrat and g ∈ Hte. Since Hrat contains the
constants, using the Cauchy-Schwarz inequality we have 〈1A, f〉 = ‖f‖2 ≥ 〈f, 1〉2 = µ(A)2. Find h ∈ Hrat

such that T kh = h for some k ∈ N, and such that ‖f − h‖ < ε/2. In particular it follows that 〈1A, h〉 >
µ(A)2 − ε/2.

Using divisibility of p, find a ∈ N such that p(a) ≡ 0 mod k and consider the polynomial q(n) = p(a+kn).
Then T q(n)h = h for all n ∈ N. As in the proof of Theorem 4.3.9, an application of the van der Corput trick
implies that

lim
N→∞

1

N

N∑
n=1

T q(n)g = 0.

Finally, we have

lim
N→∞

1

N

N∑
n=1

µ(A ∩ T−q(n)A) = lim
N→∞

1

N

N∑
n=1

〈
1A, h+ T q(n)(f − h) + T q(n)g

〉
=

〈
1A, h+ lim

N→∞

1

N

N∑
n=1

T q(n)(f − h) + T q(n)g

〉
≥ 〈1A, h〉 − ε/2 ≥ µ(A)2 − ε.

�
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5. Mixing and eigenfunctions

5.1. Mixing and weak-mixing. As we saw in Corollary 2.4.1, a measure preserving system is ergodic if
and only if any two sets became asymptotically independent on average. For certain systems, this asymptotic
independence occurs even without averaging, and we call this property mixing .

Definition 5.1.1. A measure preserving system (X B,µ, T ) is mixing or strong-mixing if for every
A,B ∈ B,

lim
n→∞

µ(T−nA ∩B) = µ(A)µ(B).

Proposition 5.1.2. Let (X,B, µ, T ) be a measure preserving system. Then the following are equivalent.

• The system is mixing.
• For every f, g ∈ L2(X), limN→∞

∫
X
Tnf · g dµ =

∫
X
f dµ

∫
X
g dµ.

• For every f ∈ L2(X) with
∫
X
f dµ = 0, the orbit Tnf converges to 0 in the weak topology.

Proof. The equivalence between the first two follows from the fact that the set of finite linear combinations
of indicator functions is dense in L2. The equivalence between the last two is immediate, after replacing f
with f̃ := f −

∫
X
f dµ and noticing that

∫
X
f̃ dµ = 0. �

It should be clear that every mixing system is ergodic, but the opposite is not true. There is also a notion
of higher order mixing.

Definition 5.1.3. A measure preserving system (X B,µ, T ) is mixing of order k if for every A1, . . . , Ak ∈
B and every sequences

(
n
(1)
i

)∞
i=1

, . . . ,
(
n
(k)
i

)∞
i=1

with limi→∞ n
(r)
i − n

(s)
i =∞ for every 1 ≤ r, s ≤ k

lim
i→∞

µ
(
T−n

(1)
i A1 ∩ T−n

(2)
i A2 ∩ · · · ∩ T−n

(k)
i Ak

)
= µ(A1)µ(A2) · · ·µ(Ak).

Notice that mixing of order 2 is the same a strong-mixing. It is clear that k-mixing implies k− 1-mixing;
it is in fact a major open problem in ergodic theory whether the converse holds, even for k = 3.

A weaker notion of mixing is weak-mixing . While at first it seems a less natural notion, it turns out to
be fundamental in the structure of arbitrary measure preserving systems. One reason for this is that there
are many equivalent definitions of weak-mixing. Here is the simplest to state.

Definition 5.1.4. Let X = (X,B, µ, T ) be a measure preserving system and let X ×X be the self product
system, defined in Definition 1.3.9. The system X is weak-mixing or weakly mixing if and only if X×X
is ergodic.

The following theorem states several equivalent properties to weak-mixing which explain the name.

Theorem 5.1.5. Let X = (X,B, µ, T ) be a measure preserving system. Then the following are equivalent

(1) X is weak mixing.
(2) For every ergodic m.p.s. Y, the product X×Y is ergodic.

(3) For any two sets A,B ∈ B we have lim
N→∞

1

N

N∑
n=1

∣∣µ(A ∩ T−nB)− µ(A)µ(B)
∣∣ = 0

(4) For any f, g ∈ L2 we have lim
N→∞

1

N

N∑
n=1

∣∣∣∣∫
X

Tnf · g dµ−
∫
X

f dµ

∫
X

g dµ

∣∣∣∣ = 0

(5) For any A,B ∈ B there exists a subset E ⊂ N with upper density d̄(E) = 0 such that

lim
n→∞
n/∈E

µ(A ∩ T−nB) = µ(A)µ(B)

Moreover if B is separable we can choose E independent of A,B.

Condition (3) explains why it is called weak mixing, and makes it clear that every mixing system is weak
mixing, and that every weak mixing system is ergodic. Not every weak-mixing system is strong-mixing, but
examples are not easy to come by. On the other hand, it is easy to show, using the definition that irrational
circle rotations are ergodic but not weakly mixing.

Condition (2) implies that if X is weak mixing, then X×X×X×X is ergodic, and hence X×X is weak
mixing. Therefore any self product X×X is weak mixing if and only if it is ergodic.
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Proof of Theorem 5.1.5.

(1)⇒(4) Replacing f with f−
∫
X
f dµ we can assume that

∫
X
f dµ = 0. Using the Cauchy-Schwartz inequality

we have

lim sup
N→∞

(
1

N

N∑
n=1

∣∣∣∣∫
X

Tnf · g dµ
∣∣∣∣
)2

≤ lim sup
N→∞

1

N

N∑
n=1

∣∣∣∣∫
X

Tnf · g dµ
∣∣∣∣2 .

Using the hypothesis that X×X is ergodic, and applying the von Neumann’s Ergodic Theorem
(Theorem 2.3.1) to the functions f ⊗ f ∈ L2(X ×X) and g ⊗ g ∈ L2(X ×X) we obtain

lim
N→∞

1

N

N∑
n=1

∫
X×X

(f ⊗ f) ◦ (T × T )n · g ⊗ g d(µ⊗ µ) =

∫
X×X

f ⊗ f d(µ⊗ µ)

∫
X×X

g ⊗ g d(µ⊗ µ).

Observe that
∫
X×X f ⊗ f d(µ⊗ µ) =

∣∣∫
X
f dµ

∣∣2 = 0, so the previous equation can be rewritten as

lim
N→∞

1

N

N∑
n=1

∣∣∣∣∫
X

Tnf · g dµ
∣∣∣∣2 = 0,

finishing the proof.
(4)⇒(3) This is immediate by letting f = 1A and g = 1B .
(3)⇒(5) Fix m ∈ N and set Am := {n ∈ N : |µ(A ∩ T−nB)− µ(A)µ(B)| > 1/m}. Observe that

1

N

N∑
n=1

|µ(A ∩ T−nB)− µ(A)µ(B)| ≥ 1

m

|Am ∩ [1, N ]|
N

Taking the limit as N →∞ we conclude that d̄(Am) = 0 for all m ∈ N. For each m ∈ N let Nm ∈ N
be such that for all N > Nm we have |Am ∩ [1, N ]| ≤ N/m and make

E =

∞⋃
m=1

(Am ∩ [Nm + 1, Nm+1])

Now observe that Ak ⊂ Ak+1 for all k ∈ N, hence for each N ∈ N, choosing m such that N ∈
[Nm + 1, Nm+1] we have E ∩ [1, N ] ⊂ Am ∩ [1, N ] and hence |E ∩ [1, N ]| ≤ N/m. Taking N → ∞
(note that also m→∞ because all Am have 0 density) we conclude that d̄(E) = 0.

Finally, for each m ∈ N, let N > Nm, then if N /∈ E we also have N /∈ Am and so |µ(A∩T−nB)−
µ(A)µ(B)| < 1/m concluding the proof.

In the case when B is separable, let {Bn}∞n=1 be a countable dense family. For eachm = (m1,m2) ∈
N2 let Em ⊂ N be such that d̄(Em) = 0 and lim

n→∞
µ(T−nBm1 ∩Bm2)→ µ(Bm1)µ(Bm2) for n /∈ Em.

As above we construct a set E of 0 density such that for all m ∈ N2 there exists N = N(m) ∈ N
such that Em \ [1, N ] ⊂ E.

It is not hard to check that this set E satisfies the conditions, we omit the details.

(5)⇒(3) Assuming (5), for every ε the set
{
n ∈ N :

∣∣µ(A ∩ T−nB)− µ(A)µ(B)
∣∣ > ε

}
has density 0. On the

other hand
∣∣µ(A ∩ T−nB)− µ(A)µ(B)

∣∣ ≤ 1 for every n ∈ N, and hence

lim sup
N→∞

1

N

N∑
n=1

∣∣µ(A ∩ T−nB)− µ(A)µ(B)
∣∣ ≤ ε.

Since ε is arbitrary we conclude that (3) holds.
(3)⇒(4) Condition (3) is the special case of (4) when f and g are indicator functions. It is not hard to see

that if (4) holds for pairs (f1, g) and (f2, g), then it holds for the pair (af1 + bf2, g). Since every
L2 function is approximated by finite linear combinations of indicator functions, we deduce that (4)
holds whenever g is an indicator function. But similarly, if (4) holds for (f, g1) and (f, g2), it holds
for (f, ag1 + bg2), and hence the same argument shows that it must hold for any f, g ∈ L2.
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(4)⇒(2) Let Y = (Y,A, S, ν). In order to show that X × Y is ergodic, we will show that for any f, g ∈
L2(X × Y ),

lim
N→∞

1

N

N∑
n=1

∫
X×Y

(T × S)nf · g d(µ⊗ ν) =

∫
X×Y

f d(µ⊗ ν)

∫
X×Y

g d(µ⊗ ν). (5.1)

Since finite linear combinations of tensor functions of the form (f1 ⊗ f2)(x, y) = f1(x)f2(y) form a
dense subset of L2(X × Y ), it suffices to establish (5.1) when both f and g are tensor functions.
Let f(x, y) = f1(x)f2(y) ∈ L2(X × Y ) and g(x, y) = g1(x)g2(y) ∈ L2(X × Y ) be arbitrary tensor
functions. Then (5.1) can be written as

lim
N→∞

1

N

N∑
n=1

∫
X

Tnf1 · g1 dµ
∫
Y

Snf2 · g2 dν =

∫
X

f1 dµ

∫
Y

f2 dν

∫
X

g1 dµ

∫
Y

g2 dν. (5.2)

Since (5.2) is linear in f2 we can, splitting f2 =
∫
Y
f2 dν+

(
f2 −

∫
Y
f2 dν

)
, separate the proof of (5.2)

in two cases: when f2 is a constant and when
∫
Y
f2 dν = 0. For the first case, since Y is ergodic, it

follows that f2 is a constant, and hence the left hand side of (5.2) is∫
Y

f2 dν

∫
Y

g2 dν lim
N→∞

1

N

N∑
n=1

∫
X

Tnf1 · g1 dµ.

But now, using (4), it is clear that (5.2) holds in this case.
Next we establish (5.2) in the case that

∫
Y
f2 dν = 0. Applying Cauchy-Schwarz with f2, g2 and

using (4) we get∣∣∣∣∣ 1

N

N∑
n=1

∫
X

Tnf1 · g1 dµ
∫
Y

Snf2 · g2 dν

∣∣∣∣∣ ≤ 1

N

N∑
n=1

∣∣∣∣∫
X

Tnf1 · g1 dµ
∫
Y

Snf2 · g2 dν
∣∣∣∣

≤ ‖f2‖.‖g2‖
1

N

N∑
n=1

∣∣∣∣∫
X

Tnf1 · g1 dµ
∣∣∣∣

Using (4) we conclude that this quantity converges to 0 as N →∞, establishing (5.2).
(2)⇒(1) It suffices to show that if (2) holds, then X is ergodic. To see this assume that X is not ergodic and

let A ∈ B be an invariant set such that 0 < µ(A) < 1. Let Y = (Y, S) be the (ergodic) one point
system. Then A× Y is invariant for T × S and so X×Y wouldn’t also be ergodic.

�

Remark 5.1.6. Conditions (3) and (4) can be formulated using strong Cesàro averages, and the proof
presented holds in that case as well. Therefore we obtain two other equivalent properties to weak mixing.

Throughout this section we will add more properties to the list of equivalent characterizations of weak
mixing. We already saw that every weak mixing system is ergodic. It turns out that it must in fact be
totally ergodic.

Theorem 5.1.7. Let k ∈ N. A system (X,B, µ, T ) is weak mixing if and only if the system (X,B, µ, T k) is
weak mixing.

Proof. First suppose that (X,B, µ, T ) is weak mixing. To show that (X,B, µ, T k) is weak mixing we will use
Condition (5) from Theorem 5.1.5. Let A,B ∈ B and let E ⊂ N be the set with 0 density satisfying

lim
n→∞
n/∈E

µ(A ∩ T−nB) = µ(A)µ(B).

Let Ẽ := {m ∈ N : mk ∈ E}. It is clear that d̄(Ẽ) = 0 and that

lim
m→∞
m/∈Ẽ

µ
(
A ∩

(
T k
)−m

B
)

= lim
m→∞
m/∈Ẽ

µ
(
A ∩ T−mkB

)
= µ(A)µ(B).

To prove the converse, suppose that (X,B, µ, T k) is weak mixing. To show that (X,B, µ, T ) is weak
mixing we will use Condition (1) from Theorem 5.1.5. Indeed, if (X,B, µ, T )× (X,B, µ, T ) were not ergodic,
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there would exist a T × T invariant set A ⊂ X ×X with (µ⊗ µ)(A) ∈ (0, 1). But A would also be invariant
under T k × T k = (T × T )k, and hence (X,B, µ, T k)× (X,B, µ, T k) would not be ergodic, contradicting the
assumption. �

5.2. Eigenfunctions and discrete spectrum. Given a measure preserving system (X,B, µ, T ), a non-
zero function f ∈ L2(X) is an eigenfunction if there exists a constant λ, called the eigenvalue such that
Tf = λf . Equivalently, f is an eigenvector for the Koopman operator ΦT : L2(X) → L2(X) and λ is the
associated eigenvalue. Since the Koopman operator of a measure preserving transformation is an isometry,
all eigenvalues have absolute value 1. If X is an ergodic system and f is an eigenfunction, then the function
|f | is invariant and therefore constant. It is usual to normalize the eigenfunctions so that they take values
in the unit circle S1.

If f and g are two eigenfunctions associated with different eigenvalues λf and λg respectively, then they
are orthogonal, since

〈f, g〉 = 〈Tf, Tg〉 = λfλg〈f, g〉,
and hence 〈f, g〉 = 0. On the other hand, since f and g are bounded, the produt fg is also in L2 and satisfies
T (fg) = λfλgfg. This shows that λfλg is also an eigenvalue, and in fact the collection of all eigenvalues of
a m.p.s. is a group.

Example 5.2.1. Let X be a circle rotation, with T : x 7→ x+α mod 1. Then the function f(x) = e(x) = e2πix

is an eigenfunction with eigenvalue e(α). The eigenfunctions of X are in fact the functions x 7→ ce(nx) with
n ∈ Z and c ∈ C, and the eigenvalues are the numbers e(nα) with n ∈ Z.

The above example generalizes in a strong form to arbitrary group rotations (cf. Example 1.3.3 and the
paragraph following it).

Proposition 5.2.2. Let X = (X,B, µ, T ) be a group rotation. This means that X is a compact abelian
group, B is the Borel σ-algebra, µ is the normalized Haar measure and T : x 7→ x + α for some element
α ∈ X. Then there exists an orthonormal basis for L2(X) consisting of eigenfunctions.

Proof. Recall that a character of a compact abelian group is a continuous homomorphism χ from X into the
multiplicative group S1 ⊂ C. Finite linear combinations of characters are dense in L2, and any two distinct
characters are orthogonal. Finally, if χ is a character, χ(x + α) = χ(α)χ(x), so χ is an eigenfunction with
eigenvalue χ(α). �

Systems with the property described in Proposition 5.2.2 are said to have discrete spectrum.

Definition 5.2.3. A measure preserving system X = (X,B, µ, T ) has discrete spectrum if there exists
an orthonormal basis of L2(X) consisting of eigenfunctions.

It should be clear that if two m.p.s. are conjugate, then they have the same group of eigenvalues. The
converse is not true in general, but it is true for systems with discrete spectrum.

Theorem 5.2.4. Two ergodic systems with discrete spectrum have the same group of eigenvalues if and only
if they are conjugate.

The proof of Theorem 5.2.4 will be omitted, it can be consulted in [15, Theorem 3.4] or in [4, Theorem
6.13].

Remark 5.2.5. The problem of deciding when two measure preserving systems are conjugate was one of
the earliest and most influential problems in ergodic theory. Theorem 5.2.4 is one of the very few results
which establish an if and only if condition for conjugacy (for the class of systems with discrete spectrum).
The other class of systems for which necessary and sufficient conditions for conjugacy have been found is the
class of Bernoulli systems (the condition being famously whether the systems have the same entropy).

It is now known that for general measure preserving systems it is hopeless to try to obtain useful necessary
and sufficient conditions for when two systems are conjugate, as it has been showed that the conjugacy relation
is not a Borel set [5].

It turns out that the converse of Proposition 5.2.2 is also true.
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Theorem 5.2.6. A measure preserving system X = (X,B, µ, T ) has discrete spectrum if and only if it is
conjugate to a group rotation.

Proof. That every group rotation has discrete spectrum is the content of Proposition 5.2.2. To prove the
converse, let H ⊂ S1 be the group of eigenvalues of X, endowed with the discrete topology. Its Pontryagin
dual K is therefore a compact abelian group. Let α : H → C be the identity function α(h) = h. It is clear
that α is a continuous character on H and so α ∈ K. Let S : K → K be the rotation by α, i.e. S : k 7→ kα.
Then the system K = (K,Borel,Haar, S) is a group rotation, and hence, using Proposition 5.2.2, it follows
that it has discrete spectrum.

Using Theorem 5.2.4 we need only show that the group of eigenvalues of K is precisely H in order to
finish the proof. The proof of Proposition 5.2.2 tells us that the eigenvalues of K are precisely the values of
χ(α) as χ runs over the characters of K. But by Pontryagin duality, the characters of K = Ĥ are the point
evaluations at H, and α is the identity map, so the eigenvalues of K are indeed precisely the elements of H.

�

As mentioned after Example 1.3.3, group rotations are sometimes called Kronecker systems. Therefore
the terms “system with discrete spectrum”, “group rotation” and “Kronecker system” are all synonymous.
In the next section we introduce yet another equivalent characterization of such systems.

5.3. Compact functions. Given a measure preserving system X = (X,B, µ, T ), let Heig ⊂ L2(X) denote
the closed subspace generated by all the eigenfunctions. Notice that at the very least, Heig contains the one
dimensional subspace of constant functions. The system X has discrete spectrum precisely when Heig =
L2(X). In general, there is a way to tell whether an arbitrary function f ∈ L2(X) belongs to Heig, just by
looking at its orbit.

Definition 5.3.1. Let (X,B, µ, T ) be a m.p.s. and let f ∈ L2(X). We say that f is a compact or almost

periodic function if the orbit closure {Tnf : n ∈ N} ⊂ L2 is compact as a subset of L2 with the strong
topology. The set of all compact functions is denoted by Hc.

Theorem 5.3.2. Let (X,B, µ, T ) be a m.p.s. Then Heig = Hc.

We need the following lemma.

Lemma 5.3.3. Let (X,B, µ, T ) be a m.p.s. and let φ : L2(X)×L2(X)→ L2(X) be a function that commutes
with T (so that φ(Tf, Tg) = Tφ(f, g)) and is uniformly continuous.

Then that for f, g ∈ Hc also φ(f, g) ∈ Hc.

We remark that, for instance, the function φ(f, g) = f + g satisfies the hypothesis.

Proof. Let f, g ∈ Hc and fix ε > 0. Let δ > 0 be such that if f1, f2, g1, g2 ∈ H are such that ‖f1 − f2‖ < δ
and ‖g1 − g2‖ < δ then ‖φ(f1, g1)− φ(f2, g2)‖ < ε.

Next let {Bi} and {Ci} be finite covers of the orbit closure of f and g (respectively) by balls with diameter
less than δ. Then for any n ∈ N we have Tnf ∈ Bi and Tng ∈ Cj for some i, j depending on n. Therefore
Tnφ(f, g) = φ(Tnf, Tng) ∈ φ(Bi, Cj) and by construction φ(Bi, Cj) has diameter at most ε. This implies
that the orbit of φ(f, g) is contained in the union of finitely many sets with diameter ε (namely {φ(Bi, Cj)}i,j)
and therefore is totally bounded. Hence φ(f, g) is a compact function. �

Proof of Theorem 5.3.2. In view of 5.3.3, the set Hc is a subspace. To show that it is closed, let f ∈ Hc, we
will show that f is compact. Let ε > 0 and let g ∈ Hc be such that ‖f − g‖ < ε/2. Then ‖Tnf −Tng‖ < ε/2
for every n ∈ N. Let x1, . . . , xn be such that the orbit of g is contained in the union of the balls of radius
ε/2 centered at the points x1, . . . , xn. Then the orbit of f is contained in the union of the balls of radius ε
centered at the points x1, . . . , xn, and since ε was arbitrary, it follows that the orbit closure of f is compact,
and hence Hc is closed.

Since every eigenfunction is trivially compact, it follows from the previous paragraph that Heig ⊂ Hc. To
show the reverse inclusion, let f ∈ Hc, and denote by Φ the Koopman operator (i.e. Φg = g ◦ T ). Then the

orbit closure Y := {Φnf : n ∈ N} ⊂ L2(X) is a compact set, invariant under Φ. Since Φ is an isometry, the
pair (Y,Φ) is a transitive isometric topological system, and hence Y can be endowed with the structure of
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an abelian group4. Moreover we can take f ∈ Y to be the identity and φ : Y → Y to be a rotation (by the
element Φf ∈ Y ).

Let ν be the Haar measure on Y . For each character χ : Y → S1 of Y , the function fχ ∈ L2(X) defined by
fχ =

∫
Y
χ(y)y dν(y) is an eigenfunction for Φ. More generally, for each function ψ ∈ L∞(Y ) we can define

the function fψ ∈ L2(X) by fψ =
∫
Y
ψ(y)y dν(y). Since finite linear combinations of characters approximate

any L∞ function, we can ψ to be the normalized (i.e. so that
∫
Y
ψ dν = 1) indicator function of a small ball

around f ∈ Y . As the radius of the ball converges to 0, it is clear that fψ is converging to f in L2. In this
way we find a sequence of finite linear combinations of eigenvalues which converges to f in L2, and hence
f ∈ Heig as desired. �

We now collect all the equivalent characterizations of Kronecker systems we have seen so far.

Corollary 5.3.4. An ergodic m.p.s. X is a Kronecker system if and only if any of the following equivalent
statements hold:

• X has discrete spectrum.
• X is conjugate to a compact group rotation.
• X is a compact system, i.e. every f ∈ L2 is a compact function.

5.4. The Kronecker factor. Even when a system is not itself a Kronecker system, eigenfunctions still give
rise to a factor map into a group rotation.

Proposition 5.4.1. Let X = (X,B, µ, T ) be ergodic and suppose that there exists an eigenfunction f ∈
L2(X) with Tf = e(α)f for some α ∈ (0, 1). Then there exists a non-trivial group rotation which is a factor
of X.

Proof. If α is rational, then X is not totally ergodic and hence by Theorem 4.3.4 it has a finite factor,
which can be interpreted as a rotation on a finite group. Next suppose that α is irrational, and let S :
t 7→ t + α mod 1. We claim that the system ([0, 1),A, ν, S) is factor of X, where A is the Borel σ-algebra
and ν is the Lebesgue measure. Let π : X → [0, 1) be such that f(x) = e(π(x)) for every x ∈ X. Since
f(Tx) = e

(
π(x) + α

)
= e

(
Sπ(x)

)
for almost every x ∈ X, it follows that π(Tx) = Sπ(x). To see that π

preserves the measure, we create a new measure ν̃ on [0, 1) given by ν̃(A) = µ(π−1A). This measure ν̃ is
invariant under S (because S ◦ π = π ◦ T and µ is invariant under T ), and therefore it is not hard to check
that it must be the Haar measure ν on [0, 1). �

Proposition 5.4.1 implies that whenever an ergodic m.p.s. has an eigenfunction, it must have a non-trivial
Kronecker factor. It is in fact true that all eigenfunctions of a system can be realized in the same Kronecker
system.

Definition 5.4.2. Let X = (X,B, µ, T ) be an ergodic measure preserving system. Its maximal Kronecker
factor (sometimes called only the Kronecker factor) is the factor (X,K, µ, T ), where K is the smallest
σ-algebra with respect to which every eigenfunction is measurable.

In the spirit of identifying a factor of X with the corresponding σ-subalgebra of B, we sometimes call K
itself the Kronecker factor.

The claim that (X,K, µ, T ) is a factor requires that K be invariant under T , but this is easy to check since
for every eigenfunction f the function Tf is also an eigenfunction (with the same eigenvalue). Less obvious
is the fact that the maximal Kronecker factor is indeed a Kronecker system, and the maximal factor with
this property.

Theorem 5.4.3. Let X = (X,B, µ, T ) be an ergodic system and let K ⊂ B be its Kronecker factor. Then
K = {A ∈ B : 1A ∈ Heig}.
Proof. Let A := {A ∈ B : 1A ∈ Heig}. If A ∈ B is such that 1A ∈ Heig, then 1A is approximated by finite
linear combinations of eigenfunctions and hence it must be a measurable function with respect to K, which
is equivalent to A ∈ K. This shows that A ⊂ K.

To show the reverse inclusion we need to show that A is a σ-algebra and that every eigenfunction is
measurable with respect to A. Since 1 ∈ A, and Heig is a subspace, if follows that A is closed under

4The group structure can be described as follows: for g, h ∈ Y , suppose Φnif → g and Φmif → h. Then g•h := lim Φni+mif .
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complements. In view of Theorem 5.3.2, and applying Lemma 5.3.3 to the function φ(f, g) = min(f, g) we
conclude that A is closed under finite intersections. But since Heig is closed we conclude that A is closed
under countable intersections and hence A is a σ-algebra. Since every constant function is in Heig, the fact
that every eigenfunction is measurable with respect to A follows from again applying Lemma 5.3.3 to the
function φ(f, g) = min(f, g). �

Corollary 5.4.4. Let X = (X,B, µ, T ) be an ergodic measure preserving system, let Y be its maximal
Kronecker factor and let π : X→ Y be the factor map. Then Y is a Kronecker system and any Kronecker
system Z which is a factor of X via a factor map π̃ : X → Z is also a factor of Y, via a factor map
π′ : Y → Z which satisfies π′ ◦ π = π̃.

Proof of Corollary 5.4.4. In view of Theorem 5.4.3, the system Y has discrete spectrum and therefore by
Theorem 5.2.4 it is a Kronecker system. By identifying factors with σ-subalgebras of B, the second statement
follows immediately from the fact that in a factor which is a Kronecker system, every function is compact
(by Theorem 5.3.2), and being a compact function lifts through pullbacks under factor maps. �

5.5. The Jacobs-de Leeuw-Glicksberg decomposition. We are now ready to describe the relation
between eigenfunctions and weak mixing. First observe that if (X,B, µ, T ) is a measure preserving system
and f ∈ L2(X) is a (non-constant) eigenfunction, then the function f ⊗ f ∈ L2(X × X) is invariant and
non-constant. It follows that if a system has non-constant eigenfunctions, then it can not be weak mixing.
It turns out that the converse is also true, and the goal of this subsection is to prove a strengthening of this
statement.

Theorem 5.5.1. A measure preserving system X = (X,B, µ, T ) is weak mixing if and only if its Kronecker
factor is the trivial system (i.e. the system with only one point).

Theorem 5.5.1 is an immediate a corollary of a decomposition of L2(X) (for a general m.p.s.) into two
orthogonal components, called the Jacobs-de Leeuw-Glicksberg decomposition, given below in Theorem 5.5.3.
Here is a more direct proof.

Proof of Theorem 5.5.1. As observed in the first paragraph of this section, if the system is weak mixing it
can not have any eigenfunction, and hence its Kronecker factor must be the trivial system. Conversely,
suppose that the system is not weak mixing and let H ∈ L2(X ×X) be a bounded non-constant invariant
function (for instance, the indicator function of an invariant set). Consider the operator φ : L2(X)→ L2(X)
given by

(φf)(x) =

∫
X

H(x, y)f(y) dµ(y).

The Hilbert-Schmidt norm5 is finite, and therefore φ is a compact operator , i.e. the image of a bounded set
under φ is pre-compact (i.e. its closure is compact) in the norm topology. Since H is invariant, it follows that
φTf = Tφf for every f ∈ L2(X), and hence the image under φ of the orbit {Tnf : n ∈ N} of f is the orbit
of its image. From compactness of φ is follows that φf is a compact function for every f ∈ L2(X). Finally,
since H is non-constant, there exists f ∈ L2 with φf not constant. We conclude that Hc is non-trivial and
hence X has a non-trivial Kronecker factor. �

Definition 5.5.2. Let (X,B, µ, T ) be a m.p.s. and let f ∈ L2(X). We say that f is a weak-mixing
function if

lim
n→∞

1

n

n∑
k=1

∣∣〈T kf, f〉∣∣ = 0

The set of all weak-mixing functions is denoted by Hwm.

Notice that, in view of Theorem 5.1.5, a system is weak-mixing if and only if every function f with 0
integral is a weak-mixing function.

Here is the Jacobs-de Leeuw-Glicksberg decomposition:

5Given a Hilbert space H with an orthonormal basis {en}, and a bounded operator φ : H → H, the Hilbert-Schmidt norm

of φ is ‖φ‖HS :=
√∑

n ‖φen‖2.
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Theorem 5.5.3 (Jacobs-de Leeuw-Glicksberg). Let (X,B, µ, T ) be a m.p.s.. Then Hc and Hwm are closed
invariant subspaces of L2(X), are orthogonal and L2(X) = Hc ⊕Hwm.

Proposition 5.5.4. Let f ∈ Hwm and g ∈ H. Then

lim
N→∞

1

N

N∑
n=1

|〈Tnf, g〉| = 0

Proof. We will use the van der Corput trick with un := 〈Tnf, g〉Tnf . We have

lim
H→∞

1

H

H∑
h=1

lim sup
N→∞

∣∣∣∣∣ 1

N

N−1∑
n=0

〈un+h, un〉

∣∣∣∣∣
= lim

H→∞

1

H

H∑
h=1

lim sup
N→∞

∣∣∣∣∣ 1

N

N−1∑
n=0

〈Tn+hf, g〉〈Tnf, g〉〈Tn+hf ,Tnf〉

∣∣∣∣∣
≤ lim

H→∞

1

H

H∑
h=1

‖f‖2 · ‖g‖2 ·
∣∣〈Uhf, f〉∣∣

= 0

By Lemma 4.2.2 we conclude that

lim
N→∞

1

N

N−1∑
n=0

〈Tnf, g〉Tnf = 0

and thus

lim
N→∞

1

N

N∑
n=1

|〈Tnf, g〉|2 = lim
N→∞

〈
1

N

N∑
n=1

〈Tnf, g〉Tnf, g

〉
= 0

�

We can now prove that Hc and Hwm are orthogonal sets:

Lemma 5.5.5. Let f ∈ Hwm and g ∈ Hc. Then 〈f, g〉 = 0.

Proof. Without loss of generality, assume that ‖f‖ = 1. Fix ε > 0. Let g1, ..., gn be such that the balls
B(gi, ε) cover the orbit of g. For each m let i(m) be such that Tmg ∈ B(gi(m), ε). We have

|〈f, g〉| = |〈Umf, Umg〉| ≤ ε+ |〈Umf, gi(m)〉| ≤ ε+

n∑
i=1

|〈Umf, gi〉|

Thus we have

|〈f, g〉| = 1

M

M∑
m=1

|〈Umf, Umg〉| ≤ ε+

n∑
i=1

1

M

M∑
m=1

|〈Umf, gi〉|

Since f ∈ Hwm, using Proposition 5.5.4 with for M large enough we have that the second term can be
made smaller than ε. Thus we have |〈f, g〉| ≤ 2ε and since ε > 0 was arbitrary we conclude that indeed
〈f, g〉 = 0. �

We now need a converse of the previous lemma:

Lemma 5.5.6. Let g ∈ H be not weak mixing. Then there exist some f ∈ Hc such that 〈f, g〉 6= 0.

Proof. Let U : L2(X) → L2(X) be the Koopman operator associated with T . Consider the operator
φg : f 7→ 〈f, g〉g. This is rank one and thus has bounded Hilbert-Schmidt norm. In the Hilbert space HS
of all operators on L2 with bounded Hilbert-Schmidt norm define the unitary operator V : HS → HS by
V (ψ) = UψU−1. Thus V (φg) = φUg.

By the Mean Ergodic Theorem (Theorem 2.3.1), we have that

ψg := lim
N→∞

1

N

N∑
n=1

V nφg

28



exists, is in HS and is invariant under V . In other words ψg commutes with U .
We will prove that f = ψgg satisfies the claims. Note that 〈(V nφg)g, g〉 = |〈g, Ung〉|2 so

〈f, g〉 =

〈
lim
N→∞

1

N

N∑
n=1

(V nφg)g, g

〉
= lim
N→∞

1

N

N∑
n=1

|〈g, Ung〉|2 > 0

The last inequality is from the definition of weak mixing function (which g is not) and we can pass the limit
outside the inner product because convergence in the Hilbert-Schmidt norm implies convergence in the weak
operator topology.

Now all that remains to prove is that f ∈ Hc. But since ψg is an Hilbert-Schmidt operator (and hence
compact) and commutes with U , the orbit of f = ψgg (under U) is the image under ψg of the orbit of g.
But since U is unitary, the orbit of g is bounded and therefore the orbit of f is pre-compact. In other words,
f is a compact vector.

�

We are now ready to prove the Jacobs-de Leeuw-Glicksberg Decomposition

Proof of Theorem 5.5.3. It follows from Theorem 5.3.2 that Hc is a closed invariant subspace of L2(X), the
fact that Hwm is a closed invariant subspace follows easily from the definition and the triangle inequality. By
Lemma’s 5.5.5 and 5.5.6 we conclude that f ∈ Hwm if and only if it is orthogonal to Hc, hence Hwm = H⊥c
and this concludes the proof. �

6. Special cases of Multiple recurrence

As mentioned in Section 3, Szemerédi’s theorem (Theorem 3.3.2) has an equivalent formulation in terms
of multiple recurrence in measure preserving systems (Theorem 3.3.4); the equivalence is established using
Furstenberg’s correspondence principle (Lemma 3.2.1) and Bergelson’s intersectivity lemma (Lemma 3.1.4).
In this section we will go over special cases of Theorem 3.3.4 which illustrate the main ideas that go into the
proof. For convenience, here is the statement again.

Theorem 3.3.4. Let (X,B, µ, T ) be a m.p.s. and let A ∈ B with µ(A) > 0. Then for every k ∈ N there
exists n ∈ N such that

µ(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA) > 0.

In fact

lim
N−M→∞

1

N −M

N∑
n=M

µ(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA) > 0. (3.3)

6.1. Multiple recurrence in weak mixing systems. When working in multiple recurrence, several av-
erages will appear. To reduce the notational footprint, the following convention will be convenient.

Definition 6.1.1. Given a sequence (un) of complex numbers, or vectors in a Banach space, we denote by

C- lim
n

un := lim
N→∞

1

N

N∑
n=1

un,

assuming the limit exists. We also use

UC- lim
n

un := lim
N−M→∞

1

N −M

N∑
n=M

un,

assuming the limit exists. We will also sometimes use some variations such as

UC- lim sup
n

un := lim sup
N−M→∞

∣∣∣∣∣ 1

N −M

N∑
n=M

un

∣∣∣∣∣ .
In this subsection we prove the following theorem.

29

http://en.wikipedia.org/wiki/Compact_operator


Theorem 6.1.2. Let X = (X,B, µ, T ) be a weak-mixing system, let k ∈ N and let f1, . . . , fk ∈ L∞(X).
Then

UC- lim
n

k∏
i=1

Tnifi =

k∏
i=1

∫
X

fi dµ in L2(X). (6.1)

Observe that the case k = 1 of Theorem 6.1.2 is the mean ergodic theorem. Since strong convergence
implies weak convergence, it follows from (6.1) that for any f0 ∈ L∞ we have

UC- lim
n

∫
X

f0 ·
k∏
i=1

Tnifi =

k∏
i=0

∫
X

fi dµ.

In fact we get this weak convergence to occur in the strong Cesàro sense.

Corollary 6.1.3. Let X = (X,B, µ, T ) be a weak-mixing system, let k ∈ N and let f0, . . . , fk ∈ L∞(X).
Then

UC- lim
n

∣∣∣∣∣
∫
X

f0 ·
k∏
i=1

Tnifi dµ−
k∏
i=0

∫
X

fi dµ

∣∣∣∣∣ = 0. (6.2)

Proof. Splitting fk as the sum of a constant and function with 0 integral, we reduce the proof to those two
cases. If fk is a constant, then (6.2) follows immediately by induction. Assume now that

∫
X
fk dµ = 0.

Therefore we need to show that

UC- lim
n

∣∣∣∣∣
∫
X

f0 ·
k∏
i=1

Tnifi dµ

∣∣∣∣∣
2

= 0.

Expanding the square

UC- lim
n

∣∣∣∣∣
∫
X

f0 ·
k∏
i=1

Tnifi dµ

∣∣∣∣∣
2

= UC- lim
n

∫
X×X

(
f0 ·

k∏
i=1

Tnifi

)
⊗

(
f0 ·

k∏
i=1

Tnifi

)
d(µ⊗ µ)

= UC- lim
n

∫
X×X

f0 ⊗ f0 ·
k∏
i=1

(T × T )ni(fi ⊗ fi) d(µ⊗ µ)

Using Theorem 5.1.5 we deduce that the product X ×X is weak-mixing. Therefore it follows from Theo-
rem 6.1.2 that

UC- lim
n

∣∣∣∣∣
∫
X

f0 ·
k∏
i=1

Tnifi dµ

∣∣∣∣∣
2

=

k∏
i=0

∫
X×X

fi ⊗ fi d(µ⊗ µ) =

k∏
i=0

∣∣∣∣∫
X

fi dµ

∣∣∣∣2 = 0.

�

Observe that the case k = 1 of Corollary 6.1.3 is Condition (4) in Theorem 5.1.5. In this sense, Corol-
lary 6.1.3 can be interpreted as stating that weak-mixing implies weak-mixing of all orders, contrasting with
the (still open) problem of whether (strong) mixing implies mixing of all orders.

The next corollary shows that a strong form of Theorem 3.3.4 holds for weak mixing systems.

Corollary 6.1.4. Let X = (X,B, µ, T ) be a weak-mixing system, let k ∈ N and let A ∈ B. Then

UC- lim
n

µ
(
A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA) = µ(A)k+1.

Proof. Apply Theorem 6.1.2 with all fi = 1A. �

The main idea in the proof of Theorem 6.1.2 is to use the van der Corput trick.

Proof of Theorem 6.1.2. We proceed by induction on k. The case k = 1 follows from the mean ergodic
theorem (Theorem 2.3.1). Assume now that k > 1 and the result has been established for k − 1. Splitting
fk as the sum of a constant and function with 0 integral, we reduce the proof to those two cases. If fk is a
constant, then (6.1) follows immediately by induction.
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Assume next that
∫
X
fk dµ = 0. Since the right hand side of (6.1) is 0, we will use the van der Corput

trick. Let un :=
∏k
i=1 T

nifi. We have

〈un+h, un〉 =

∫
X

k∏
i=1

T (n+h)ifi · Tnifi dµ =

∫
X

k∏
i=1

Tni
(
Thifi · fi

)
dµ =

∫
X

Thf1 · f1
k∏
i=2

Tn(i−1)
(
Thifi · fi

)
dµ,

where the last equality follows from the fact that Tn preserves the measure. After using induction hypothesis
on the k − 1 functions

{
Thf2 · f2, . . . , Th(k−1)fk · fk

}
and taking averages we get

UC- lim
n

〈un+h, un〉 = UC- lim
n

∫
X

Thf1 · f1
k∏
i=2

Tn(i−1)
(
Thifi · fi

)
dµ

=

k∏
i=1

∫
X

Thifi · fi dµ.

Finally, taking an average on h and using Theorem 5.1.7 and condition (4) from Theorem 5.1.5 we obtain∣∣∣∣C- lim
h

UC- lim
n

〈un+h, un〉
∣∣∣∣ =

∣∣∣∣∣C- lim
h

k∏
i=1

∫
X

Thifi · fi dµ

∣∣∣∣∣ ≤
k−1∏
i=1

‖fi‖2 · C- lim
h

∣∣〈Thkfk, fk〉∣∣ = 0

�

6.2. Multiple recurrence in compact systems. In this section we prove the following special case of
Theorem 3.3.4.

Theorem 6.2.1. Let X be a compact system (i.e. with discrete spectrum), let k ∈ N and let f ∈ L∞(X).
Then for every ε > 0, the set {

n ∈ N :

∫
X

k∏
i=0

Tnif dµ >

∫
X

fk+1 dµ− ε

}
is syndetic.

To see why Theorem 6.2.1 implies that Theorem 3.3.4 holds for compact systems, apply Theorem 6.2.1
to the indicator function 1A of a set A ∈ B with µ(A) > 0 and let S be the syndetic set of n for which
µ(A ∩ T−nA ∩ · · · ∩ T−knA) > µ(A)/2. Let L ∈ N be bound on the gaps of S (so that every interval of
length L contains an element of S). Then for N −M large enough we have |[M,N ]∩S| ≥ (N −M −L)/L >
(N −M)/(2L) and hence

UC- lim
n

µ(A ∩ · · · ∩ T−knA) ≥ lim
N−M→∞

1

N −M
∑

n∈S∩[M,N ]

µ(A ∩ · · · ∩ T−knA) ≥ µ(A)

4L
> 0.

The following standard lemma from topological dynamics will be used in the proof of Theorem 6.2.1.

Lemma 6.2.2. Let X be a compact metric space, let T : X → X be an isometry and let U ⊂ X be open.
Then for every x ∈ X, the set {n ∈ N : Tnx ∈ U} is syndetic.

Proof of Theorem 6.2.1. Let X, k, f and ε > 0 be as in the statement of the theorem. By rescaling we
may assume that ‖f‖∞ ≤ 1. Since f is a compact function, it follows from Lemma 6.2.2 that the set
S :=

{
n ∈ N : ‖Tnf − f‖ < ε/k2

}
is syndetic. Observe that for each n ∈ S and i ∈ {0, 1, . . . , k} we have

‖T inf − f‖ ≤ ‖T inf − T (i−1)nf‖+ ‖T (i−1)nf − T (i−2)nf‖+ · · ·+ ‖Tnf − f‖ = i‖Tnf − f‖ ≤ ε

k
.

Using the Cauchy-Schwarz inequality repeatedly we conclude that for every n ∈ S∫
X

k∏
i=0

Tnif dµ =

∫
X

f ·
k∏
i=1

Tnif dµ ≥
∫
X

f2·
k∏
i=2

Tnif dµ− ε
k
≥
∫
X

f3·
k∏
i=3

Tnif dµ−2ε

k
≥ · · · ≥

∫
X

fk+1 dµ−ε.

�
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An alternative way to think about (and prove, at least in the ergodic case) Theorem 6.2.1 is to invoke
Corollary 5.3.4, which tells us that (X,B, µ, T ) is conjugate to a compact abelian group rotation. Therefore,
by modifying X in a zero measure set we can assume that X itself is a compact abelian group, and the group
of isometries of X is itself compact. Therefore, Lemma 6.2.2 implies that Tn is very close to the identity
map on X (uniformly, and hence in the strong operator topology) for a syndetic set of n, and hence all T in

for i = 0, . . . , k are close to the identity for a syndetic set of n.

6.3. An example of a skew-product. In this subsection we will consider the system X = (X,B, µ, T )
where X = T2 = R2/Z2 is the two dimensional torus, B is the Borel σ-algebra, µ is the Haar/Lebesgue
measure and T : X → X is the map T (x, y) = (x+ α, y + x), where α ∈ T is irrational.

We start by checking that X is indeed a measure preserving system, in other words, that T does preserve
µ. It suffices to show that for every f ∈ C(X),

∫
X
f dµ =

∫
X
Tf dµ. One can use the Stone-Weierstrass

theorem (or Fourier analysis) to reduce this to the case when f is a character of T2, i.e. a function of
the form f(x, y) = ek,m(x, y) = e(kx + my) with k,m ∈ Z. Now we can directly compute Tek,m(x, y) =
ek,m(T (x, y)) = ek,m(x+ α, y + x) = e(kx+ nα+my +mx) = e(kα)ek+m,m(x, y). In particular, if (k,m) =
(0, 0) (i.e. if f is constant) then clearly

∫
X
f dµ =

∫
X
Tf dµ and otherwise then

∫
X
f dµ = 0 =

∫
X
Tf dµ.

Next we check that X is ergodic. In order to establish ergodicity, it suffices to show that for every

f ∈ L2(X), the ergodic averages 1
N

∑N
n=1 T

nf converge to
∫
X
f dµ. By approximating an arbitrary L2

function by finite linear combinations of characters, it suffices to verify this identity when f is a character.
Indeed, when (k,m) 6= (0, 0), an easy induction shows that Tnek,m(x, y) = e

(
px,y,k,m(n)

)
, where

px,y,k,m(n) =
n(n− 1)

2
mα+ nmx+ nkα+ kx+ ym

is a polynomial with leading coefficient either mα
2 (in case m 6= 0) or kα. In either case, the leading coefficient

is irrational, so Corollary 4.1.7 implies that the sequence n 7→ px,y,k,m(n) is uniformly distributed, and then
Lemma 4.1.2 implies that

lim
N→∞

1

N

N∑
n=1

Tnek,m(x, y) = lim
N→∞

1

N

N∑
n=1

e
(
px,y,k,m(n)

)
= 0.

Next we claim that the Kronecker factor of X is (conjugate to) the rotation by α on T. Indeed, for every
k ∈ N, the function ek,0 satisfies Tek,0(x, y) = e(kx + kα) = e(kα)ek,0(x, y), so it is an eigenfunction. The
functions ek,0 generate the vertical σ-algebra, K := BT ⊗ {∅, X} = {A× T : A ⊂ T is Borel} ⊂ B. Observe
that K is T -invariant and hence a factor of X, which is conjugate to the rotation by α on T.

To show that K is indeed the Kronecker factor, we show that every function orthogonal to L2(K) is weak
mixing. Since every such function is approximated by finite linear combinations of characters of the form
ek,m with k 6= 0, it suffices to show that every function of the form ek,m is weak mixing. As we saw above,
Tek,m = e(kα)ek+m,m, so that Tnek,m = cek+nm,m, where c = e(kα + n(n − 1)mα/2) is a constant which
depends on k,m, n but not on x, y. Since any two distinct characters are orthogonal, it follows that whenever
n ∈ N and m 6= 0, em,k and Tnem,k are orthogonal. This immediately implies that em,k is weak mixing
whenever m 6= 0 and hence K is indeed the Kronocker factor.

6.4. Roth’s theorem. In 1953, Roth established the following result.

Theorem 6.4.1. Let A ⊂ N have positive upper density. Then it contains a 3 term arithmetic progression.

As seen in Section 3, the Furstenberg correspondence principle can be used to reduce Theorem 6.4.1 to a
statement about multiple recurrence in measure preserving systems:

Theorem 6.4.2. Let X = (X,B, µ, T ) be a measure preserving system and let A ∈ B have µ(A) > 0. Then
there exists n ∈ N such that µ(A ∩ T−nA ∩ T−2nA) > 0. In fact

UC- lim
n

µ(A ∩ T−nA ∩ T−2nA) > 0. (6.3)

In this subsection we will prove Theorem 6.4.2 in the case X is ergodic. The assumption of ergodicity is not
a serious one and will be removed in the next section, but it requires the use of the Ergodic Decomposition
theorem.
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The idea to prove Theorem 6.4.2 is to decompose the indicator function 1A of A as the sum of a compact
function and a weak mixing function 1A = fc + fw, using Theorem 5.5.3. Then (6.3) splits into 4 terms:

µ(A ∩ T−nA ∩ T−2nA) =

∫
X

1A · Tn1A · T 2n1A dµ =

∫
X

1A · Tn(fc + fw) · T 2n(fc + fw) dµ.

=

∫
X

1A · Tnfc · T 2nfc dµ+

∫
X

1A · Tnfc · T 2nfw dµ+

∫
X

1A · Tnfw · T 2nfc dµ+

∫
X

1A · Tnfw · T 2nfw dµ

Then using Theorem 6.2.1 we will show that the first term has a positive average, while the other three
terms can be shown to have 0 average.

To put everything together into a proof we will need two lemmas.

Lemma 6.4.3. Let X = (X,B, µ, T ) be a measure preserving system, let f ∈ L2(X) and let f = fc + fw be
the decomposition of f into a compact and a weak mixing components given by Theorem 5.5.3. If f takes
values in [0, 1], then so does fc.

Proof. It is easy to see that the real part g0 := <fc is a compact function (as its orbit closure is the
real part of the orbit closure of fc, and the map < : L2 → L2 is continuous). Since Hc contains the
constant functions, it follows from Lemma 5.3.3 that the function g1 = min(g0, 1) is also in Hc, and so is
g = max(g1, 0). Clearly g takes values in [0, 1], and it is also clear that ‖g1 − f‖ ≤ ‖fc − f‖, and hence that
‖g − f‖ ≤ ‖g1 − f‖ ≤ ‖g0 − f‖ ≤ ‖fc − f‖.

We will show that g = fc. Since f − fc ∈ Hwm, we have f − fc ⊥ Hc. In particular 〈f − fc, fc − g〉 = 0
and hence

‖f − fc‖2 ≥ ‖f − g‖2 = ‖(f − fc) + (fc − g)‖2 = ‖f − fc‖2 + ‖fc − g‖2,
which implies that ‖fc − g‖2 = 0 as desired. �

Exercise 6.4.4. Under the conditions of Lemma 6.4.3, show that if f takes values in a convex set C ⊂ C,
then so does fc.

Lemma 6.4.5. Let X = (X,B, µ, T ) be an ergodic measure preserving system and let f, g ∈ L2(X). If either
f or g (or both) is weak mixing, then

UC- lim
n

Tnf · T 2ng = 0 in norm.

Proof. We will use the van der Corput trick, in the form of Lemma 4.2.2. Let un = Tnf · T 2ng. We have

〈un+h, un〉 =

∫
X

Tn+hf · T 2n+2hg · Tnf · T 2ng dµ =

∫
X

(
Thf · f

)
· Tn

(
T 2hg · g

)
dµ.

Using ergodicity and Theorem 2.3.1, taking a uniform Cesàro average in n we get

UC- lim
n

〈un+h, un〉 =

∫
X

Thf · f dµ
∫
X

T 2hg · g dµ.

Since both sequences h 7→
∫
X
Thf ·f dµ and h 7→

∫
X
T 2hg ·g dµ are bounded (by Cauchy-Schwarz inequality)

and the one associated with a weak mixing function is smaller than ε in a set of full density (for each ε > 0)
it follows that

C- lim sup
h

∣∣UC- lim
n

〈un+h, un〉
∣∣ < ε

for every ε > 0. This of course means that the limit is 0 and the conclusion follows from Lemma 4.2.2. �

We are now ready to prove Theorem 6.4.2 when the system is ergodic.

Theorem 6.4.6. Let X = (X,B, µ, T ) be ergodic and let A ∈ B have µ(A) > 0. Then

UC- lim
n

µ(A ∩ T−nA ∩ T−2nA) > 0. (6.4)

Proof. Use Theorem 5.5.3 to decompose 1A = fc + fw into fc ∈ Hc and fw ∈ Hw. In view of Lemma 6.4.3,
fc takes values in [0, 1]. Moreover, since 1 ∈ Hc and hence 1 ⊥ fw, we deduce that

∫
X
fc dµ = 〈fc, 1〉 =

〈1A, 1〉 = µ(A) > 0. Therefore f is not a.e. 0 and so we can use Theorem 6.2.1 to deduce that

UC- lim
n

∫
X

fc · Tnfc · T 2nfc dµ > 0.
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Since fc is measurable with respect to the Kronecker factor K, also Tnfc · T 2nfc is measurable with respect
to K and therefore it is orthogonal to Hwm. In particular, for every n ∈ N,

(
Tnfc · T 2nfc

)
⊥ fw and hence

UC- lim
n

∫
X

1A · Tnfc · T 2nfc dµ > 0. (6.5)

Next we use Lemma 6.4.5 3 times to deduce that

UC- lim
n

∫
X

1A · Tnfw · T 2nfc dµ = 0. (6.6)

UC- lim
n

∫
X

1A · Tnfc · T 2nfw dµ = 0. (6.7)

UC- lim
n

∫
X

1A · Tnfw · T 2nfw dµ = 0. (6.8)

Finally, adding (6.5), (6.6), (6.7) and (6.8) we obtain (6.4). �

7. Disintegration of measures and the ergodic decomposition

7.1. Conditional expectation.

Definition 7.1.1. Let (X,B, µ) be a probability space, let D ⊂ B be a σ-algebra and let f ∈ L1(B). The
conditional expectation of f with respect to D is the function E[f | D] ∈ L1(D) such that for all D ∈ D we
have ∫

D

f dµ =

∫
D
E[f | D] dµ

Informally, the conditional expectation E[f | D] is the function in L1(X,D) that better approximates f .
This sentence is made more precise below on Theorem 7.1.6. From an information theory point of view,

E[f | D](x) is the best guess for the value of f(x) when all the information we have is D. For instance if we
have no information at all (so D = {∅, X}), then E[f | D] is the constant function

∫
X
f dµ (in probability

theory denoted E[f ]), and that’s the best guess one can have for f(x). On the other extreme situation, when
we have complete information (i.e. when D = B) then E[f | D] = f and our “guess” for f(x) is f(x) itself.

We need to show that the conditional expectation exists and is unique in the space L1(D):

Proposition 7.1.2. Let (X,B, µ) be a probability space, let D ⊂ B be a σ-algebra and let f ∈ L1(B). The
conditional expectation E[f | D] ∈ L1(D) exists and is unique.

Proof. To prove existence we define the complex measure ν : D → C by ν(D) =
∫
D
fdµ for every D ∈ D (if

you are not comfortable with complex measures, split f = f1−f2 + if3− if4 with each fi a non-negative real
valued function and apply the proof to each fi separately). It is easy to check that this is indeed a complex
measure. Moreover if D ∈ D is such that µ(D) = 0 then ν(D) = 0 as well. In other words we have ν � µ.
Therefore we can apply the Radon-Nikodym theorem to find a derivative g = dν

dµ ∈ L
1(D). This means that

for every D ∈ D ∫
D

gdµ = ν(D) =

∫
D

fdµ

Thus g is a conditional expectation of f with respect to D. To prove uniqueness, assume that g, h ∈ L1(D)
are both conditional expectations of f with respect to D. Then for each D ∈ D we have

∫
D
hdµ =

∫
D
fdµ =∫

D
gdµ which implies

∫
D
h− gdµ = 0.

If the set {x ∈ X : h(x) − g(x) 6= 0} has positive measure then without loss of generality the set
{x ∈ X : h(x)− g(x) > 0} has positive measure. Hence there is some ε > 0 such that the set D := {x ∈ X :
h(x)− g(x) > ε} has positive measure. But since both h and g are measurable in D we conclude that D ∈ D
and hence

0 =

∫
D

h− gdµ ≥ εµ(D) > 0

which is a contradiction. This shows the uniqueness of E[f | D]. �

We will need the following basic fact about conditional expectations:
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Proposition 7.1.3. Let (X,B, µ) be a probability space, let D ⊂ B be a σ-algebra and let f ∈ L1(B) be real
valued. The conditional expectation E[f | D] satisfies

inf
x∈X

f(x) ≤ E[f | D](y) ≤ sup
x∈X

f(x) a.s.

More generally, if f takes values in a convex subset of C, then E[f | D] also takes values on that convex
set, but the proof is technically more cumbersome.

Proof. We prove only the first inequality, the second can be easily derived from the first one by considering

the function −f(x). Fix ε > 0 and let D :=

{
y ∈ X : E

[
f | D

]
(y) < inf

x∈X
f(x)− ε

}
∈ D. We have

µ(D)

(
inf
x∈X

f(x)− ε
)
≥
∫
D
E
[
f | D

]
dµ =

∫
D

fdµ ≥ µ(D) inf
x∈X

f(x)

which simplifies to εµ(D) ≤ 0, and thus µ(D) = 0. Since ε > 0 was arbitrary we conclude that almost surely
infx∈X f(x) ≤ E[f | D](y). �

Lemma 7.1.4. Let (X,B, µ) be a probability space, let D ⊂ B be a σ-algebra and let f ∈ L1(X,B). Then
almost everywhere ∣∣E[f | D]

∣∣ ≤ E
[
|f | | D

]
(7.1)

Proof. By splitting f into its real and its imaginary part we may assume that f is real valued. Let A :=
{x ∈ X : E[f | D] > 0} and B := X \A = {x ∈ X : E[f | D] ≤ 0}. Let D ∈ D be the set of points where the
inequality (7.1) fails. Let D+ = D ∩A and let D− = D ∩B. We have∫

D

|E[f | D]| dµ =

∫
D+

|E[f | D]| dµ+

∫
D−
|E[f | D]| dµ =

∣∣∣∣∫
D+

E[f | D]dµ

∣∣∣∣+

∣∣∣∣∫
D−

E[f | D]dµ

∣∣∣∣
=

∣∣∣∣∫
D+

fdµ

∣∣∣∣+

∣∣∣∣∫
D−

fdµ

∣∣∣∣ ≤ ∫
D+

|f |dµ+

∫
D−
|f |dµ

=

∫
D+

E[|f | | D]dµ+

∫
D−

E[|f | | D]dµ =

∫
D
E[|f | | D]dµ.

Since D is the set of points where the inequality (7.1) fails, we conclude that µ(D) = 0 as desired.
�

Proposition 7.1.5. Let (X,B, µ) be a probability space and let D ⊂ B be a σ-algebra. The operator E[. |
D] : L1(X,B)→ L1(X,D) is continuous.

Proof. We show that actually the norm of the operator is 1: Let f ∈ L1(X,B). By Lemma 7.1.4 we have

‖E[f | D]‖ =

∫
X

|E[f | D]| dµ ≤
∫
X
E [|f | | D] dµ =

∫
X

|f |dµ = ‖f‖.

�

When f ∈ L2(X,B) one can use the Hilbert space structure to give a different characterization of the
conditional expectation.

Theorem 7.1.6. Let (X,B, µ) be a probability space and let D ⊂ B be a σ-algebra. Let P : L2(X,B) →
L2(X,D) be the orthogonal projection (observe that L2(X,D) is a closed subspace of L2(X,B). Then for
every let f ∈ L2(X,B) we have E[f | D] = Pf .

Proof. By definition of orthogonal projection, for any function g ∈ L2(X,D) we have 〈f − Pf, g〉 = 0. If
D ∈ D then the indicator function 1D of D is in L2(X,D). Therefore∫

D

Pfdµ =

∫
X

1DPfdµ = 〈1D, Pf〉 = 〈1D, f〉 =

∫
X

1Dfdµ =

∫
D

fdµ

and hence Pf = E[f | D] as desired. �
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7.2. Disintegration of measures.

Theorem 7.2.1. Let X be a compact metric space, let B be the σ-algebra of Borel sets on X and let
µ : B → [0, 1] be a Radon probability measure. Let D ⊂ B be a σ-algebra. Then for almost every y ∈ X there
exists a probability measure µy on (X,B) such that for every f ∈ L1(X,B, µ):

• The function y 7→
∫
X
f(x)dµy(x) is in L1(X,D).

• µy([y]D) = 1, where [y]D =
⋂
y∈D∈DD.

• ∫
X

f(x)dµ(x) =

∫
X

(∫
X

f(x)dµy(x)

)
dµ(y) (7.2)

This result applies more generally than to compact metric spaces, but this restriction makes the proof
technically easier.

Proof. Since X is a compact metric space, the space C(X) of continuous functions from X to R is separable
(with the topology of uniform convergence, equivalently, the supremum norm). Let (fn)∞n=1 be a countable
dense set in C(X). We will assume, without loss of generality, that the set {fn : n ∈ N} forms a vector space
over Q. For each n ∈ N, the conditional expectation E[fn | D] is defined µ-a.e. on X. Thus there is a set of
full measure Y ⊂ X such that E[fn | D] is defined on Y for all n ∈ N.

For each y ∈ Y define Ly(fn) = E[fn | D](y). Note that, by Proposition 7.1.3 we have

|Ly(fn)| = |E[fn | D](y)| ≤ sup
x∈X
|E[fn | D](x)| ≤ sup

x∈X
|fn(x)| = ‖fn‖

Thus Ly can be extended to a continuous functional on C(X). By the Riesz representation theorem there
exists a measure µy on X such that Ly(f) =

∫
X
fdµy.

For each n ∈ N we have that
∫
X
fn(x)dµy(x) = Ly(fn) = E[fn | D](y), hence the function y 7→∫

X
fn(x)dµy(x) is in L1(X,D). Since (fn)∞n=1 is a dense set in C(X) and C(X) is a dense set in L1(X,B),

we conclude that (fn)∞n=1 is a dense set in L1(X,B). It follows from Proposition 7.1.5 that the function
y 7→

∫
X
f(x)dµy(x) is in L1(X,D) for any f ∈ L1(X,B).

Finally for each n ∈ N we have∫
X

∫
X

fn(x)dµy(x)dµ(y) =

∫
X

Ly(fn)dµ(y) =

∫
X
E[fn | D]dµ =

∫
X

fndµ

and since the sequence (fn)∞n=1 is a dense set in C(X) we conclude that (7.2) holds for any f ∈ C(X).
Now given f ∈ L1(X,B), one can find g1, g2, · · · ∈ C(X) such that f =

∑∞
i=1 gi a.e. and

∑∞
i=1 ‖gi‖L1 <∞.

From Proposition 7.1.5 this implies that
∑∞
i=1

∥∥E [|gi| | D]∥∥ <∞ and hence
∑∞
i=1 E

[
|gi| | D

]
<∞ a.e. For

each x ∈ X for which this series converges and f =
∑∞
i=1 gi we have∫

X

|f |dµy =

∫
X

∣∣∣∣∣
∞∑
i=1

gi

∣∣∣∣∣ dµy ≤
∞∑
i=1

∫
X

|gi|dµy =

∞∑
i=1

E
[
|gi| | D

]
(y) <∞

We conclude that f ∈ L1(X,B, µy). Moreover, since (7.2) holds for each gi, it is easy to deduce that (7.2)
holds for f . �

Given a probability space (X,B, µ) where X is a compact metric space and µ is a Radon measure, and a
σ-subalgebra D ⊂ B, we call the family of measures (µy) that appear in Theorem 7.2.1 the disintegration
of µ with respect to D.

7.3. The ergodic decomposition. Given a measurable space (X,B) (i.e. B is a σ-algebra on X) and a
measurable map T : X → X, one can have several measures on (X,B) which are invariant under T , each
giving rise of a measure preserving system. We say that a probability measure µ on (X,B) is invariant under
T or T -invariant if T : (X,B, µ) → (X,B, µ) is a measure preserving transformation. Similarly, we will say
that µ is ergodic (or T -ergodic) if the measure preserving system (X,B, µ, T ) is ergodic.

The ergodic decomposition theorem states that any T -invariant measure can be decomposed as a convex
combination of ergodic measures.
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Theorem 7.3.1 (Ergodic Decomposition). Let X = (X,B, µ, T ) be a measure preserving system where X is
a compact metric space, B is the Borel σ-algebra and µ is a Radon measure. Then for µ-almost every y ∈ X
there exists a T -invariant, ergodic Radon probability measure νy such that for every f ∈ L1(X,µ), the map
y 7→

∫
X
fdνy is B-measurable and invariant under T and∫

X

(∫
X

f(x)dνy(x)

)
dµ(y) =

∫
X

f(x)dµ(x)

The last condition can be informally stated as µ =
∫
X
νydµ(y), i.e., any T -invariant probability is the

convex combination of the ergodic measures νy.

Example 7.3.2. Let X = {1, 2, 3} be given the discrete topology and discrete σ-algebra B and let µ be the
uniform measure (more precisely, µ({1}) = µ({2}) = µ({3}) = 1/3). Let T (1) = 2, T (2) = 1 and T (3) = 3.
The set A = {1, 2} is invariant under T and 0 < µ(A) < 1, hence the system (X,B, µ, T ) is not ergodic.

However, if we restrict µ to A and renormalize it, we obtain a probability measure which makes the system
ergodic. More precisely, let ν({1}) = ν({2}) = 1/2 and ν({3}) = 0. Then ν is and ergodic measure, in other
words, the system (X,B, ν, T ) is ergodic.

Also, if ν3 is the point mass at 3 (so that ν3({1}) = ν3({2}) = 0 and ν3({3}) = 1), then the system
(X,B, ν3, T ) is also ergodic (one can also think of ν3 as the normalized restriction of µ to the invariant set
{3}).

Finally, observe that we can write µ as the convex combination µ = 2
3ν + 1

3ν3 of the ergodic measures ν

and ν3. If we let ν1 = ν2 = ν, then we can write informaly µ =
∫
X
νydµ(y).

Example 7.3.3. Let T := R/Z be the torus group and let X = T2 be the unit square with the usual topology
and the Borel σ-algebra B. Let µ be the Lebesgue measure on X and let T (x, y) = (x+α, y) where α ∈ R \Q
is some irrational number. Any set of the form T × B, where B ⊂ T is a Borel set, is invariant under T .
Therefore the measure preserving system (X,B, µ, T ) is not ergodic.

To try to mimic the previous example, we can take some Borel set B ⊂ T such that 0 < µ(T × B) < 1,
and let ν = 1

µ(T×B)µ
∣∣
T×B. The probability ν is T -invariant but, unlike in the first example, ν is not ergodic

(for any choice of B).
Regardless, it is still quite intuitive what we need to do. Let λ denote the Lebesgue/Haar measure on T.

For each y ∈ T, let νy be the measure defined as νy(B) = λ
(
B ∩ (T × {y})

)
. It is not hard to see that νy

is T -invariant and ergodic (it is a not completely trivial exercise to verify that it is ergodic. One can show
this, for instance, using Fourier analysis). Moreover it follows from Fubini’s theorem that∫

X

f(x, y)dµ(x, y) =

∫
T

(∫
T
f(x, y)dλ(x)

)
dλ(y) =

∫
T

(∫
X

f(x, z)dνy(x, z)

)
dλ(y)

for any f ∈ L1(X,µ). To make this decomposition compatible with the notation of Theorem 7.3.1, let
ν(x,y) = νy for all (x, y) ∈ X. Observe that the function (x, y) 7→

∫
X
f(u)dν(x,y) does not depend on x. Thus,

applying Fubini’s theorem again we have∫
X

(∫
X

f(u)dν(x,y)(u)

)
dµ(x, y) =

∫
X

(∫
X

f(u)dνy(u)

)
dµ(x, y)

=

∫
T

(∫
X

f(u)dνy(u)

)
dλ(y)

=

∫
X

f(x, y)dµ(x, y)

Example 7.3.4. Let again X = T2 with the usual topology and let µ be the Lebesgue measure. Let T (x, y) =
(x + y, y). Again, any set of the form T × B, where B ⊂ T is a Borel set, is invariant under T and hence
the measure preserving system (X,µ, T ) is not ergodic.

However, unlike the previous example, not all the T -invariant measures νy (defined by νy(B) = λ(B ∩
{T× {y})) are ergodic. Indeed, the set A =

( [
0, 14
]
∪
[
1
2 ,

3
4

] )
×
{

1
2

}
is invariant under T but ν1/2(A) = 1

2 .

This shows that the measure ν1/2 is not ergodic.
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In fact the measures νy are ergodic exactly when y is irrational (again, this can be proved with some
Fourier analysis). Since the set of irrational y have full measure on T, the ergodic decomposition of µ is the
same as the one on the previous example, using only the irrational values for y.

However, in this example there are more ergodic measures. Indeed let n
m ∈ T be some rational point and

let x ∈ T be arbitrary. Denote
(
x, nm

)
by u. Then the probability measure νu defined by

νu

({(
x,
n

m

)})
= νu

({(
x+

1

m
,
n

m

)})
= · · · = νu

({(
x+

m− 1

m
,
n

m

)})
=

1

m

is T -ergodic. We have now found all ergodic measures for this system, so any T -invariant measure µ̃ can be
decomposed as ∫

X

f(v)dµ̃(v) =

∫
X

(∫
X

f(v)dνu(v)

)
dµ̃(u)

for every f ∈ L1(X, µ̃).

7.4. Proof of Theorem 7.3.1. Example 7.3.4 hints that in order to find all the ergodic measures of a given
system, one should look at the invariant sets (observe, however, that not all T -invariant sets give an ergodic
measure: the set A := {(nπ, π) : n ∈ Z} ⊂ T2 is invariant for the system of Example 7.3.4 and yet no ergodic
measure has A as its support).

Proposition 7.4.1. Let (X,B, µ, T ) be a probability preserving system and let

I := {B ∈ B : T−1B = B}
Then I is a σ-algebra.

Proof. Let I ∈ I and let A = X \ I. Then

T−1A = {x ∈ X : Tx ∈ A} = {x ∈ X : Tx /∈ I} = X \ {x ∈ X : Tx ∈ I} = X \ I = A

and hence I is closed under complements. Now let (In)∞n=1 be a sequence of sets in I and let I =
⋃
In.

Then

T−1I = {x ∈ X : Tx ∈ I} =

{
x ∈ X : Tx ∈

∞⋃
n=1

In

}

=

∞⋃
n=1

{x ∈ X : Tx ∈ In} =

∞⋃
n=1

T−1In =

∞⋃
n=1

In = I

and hence I is closed under countable unions and therefore it is a σ-algebra. �

Henceforth we will call I the σ-algebra of invariant sets. It turns out that the ergodic measures
that appear in Theorem 7.3.1 are the measures that arise from the disintegration of µ with respect to the
σ-algebra of invariant sets.

Lemma 7.4.2. Under the conditions of Theorem 7.3.1, let A ⊂ B be a σ-subalgebra and let (νy) be the
disintegration of µ with respect to A. Then for every f ∈ C(X) there exists a set of full measure Y ⊂ X
such that for every y ∈ Y we have

E[f | A](x) = E[f | A](y) for νy almost every x

Lemma 7.4.3. For µ-a.e. y, the measure νy that arises from the disintegration of a T -invariant measure µ
with respect to the invariant σ-algebra I is T -invariant and ergodic.

Proof. We first prove that for almost every y, νy is T -invariant. More precisely, we will find a set Y ⊂ X
with µ(Y ) = 1 such that for every y ∈ Y , the measure νy is T -invariant. Let D ⊂ C(X) be a countable
dense set. It suffices to show that for each f ∈ D there exists a set Yf ⊂ X with µ(Yf ) = 1 and such
that for every y ∈ Yf we have

∫
X
Tf − f dνy = 0. Recall by the construction of conditional measure that∫

X
Tf − f dνy = E[Tf − f | I], so we need to show that E[Tf − f | I] = 0 µ-a.e. But this follows from the

following computation, which holds for each I ∈ I∫
I

Tf − f dµ =

∫
X

1I · Tf − 1I · f dµ =

∫
X

T
(
1I · f

)
− 1I · f dµ = 0
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We now show that almost every νy is ergodic. It suffices to show that for every f ∈ D, there exists a set
Yf ⊂ X with µ(Yf ) = 1 and such that for every y ∈ Yf ,

lim
N→∞

1

N

N∑
n=1

Tnf(x) =

∫
X

f dνy for νy almost every x

Combining the pointwise ergodic theorem (Theorem 2.2.3) with Theorem 7.1.6 it follows that the left hand
side equals E[f | I](x) for every x in a full µ-measure set, while the left hand side is E[f | I](y) (where the
conditional expectations are both taken with respect to the measure µ). The desired conclusion now follows
from Lemma 7.4.2. �

Proof of Theorem 7.3.1. Let I denote the invariant σ-algebra and let (νy)y∈Y be the disintegration of µ with
respect to I, for some Y ∈ B with µ(Y ) = 1. By Lemma 7.4.3 each of the measures νy is T -invariant and
T -ergodic. By the properties of the disintegration of measures we have that for every f ∈ L1(X,µ), the map
y 7→

∫
f
dµ is I-measurable, and hence it is B-measurable and T -invariant. Moreover, it follows from the

properties of the disintegration of measures that∫
X

(∫
X

f(x)dνy(x)

)
dµ(y) =

∫
X

f(x)dµ(x)

and this finishes the proof. �

7.5. Reducing multiple recurrence to ergodic systems. Let’s once again recall the statement of the
multiple recurrence theorem of Furstenberg, Theorem 3.3.4.

Theorem 3.3.4. Let (X,B, µ, T ) be a m.p.s. and let A ∈ B with µ(A) > 0. Then for every k ∈ N,

UC- lim
n

µ(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−knA) > 0. (3.3)

In this subsection we show how Theorem 3.3.4 can be reduced to the case where the system is ergodic,
and overall more convenient.

Theorem 7.5.1. Let (X,B, µ, T ) be an ergodic m.p.s., where X is a compact metric space. Let f ∈ L∞(X)
be a non-negative function with

∫
X
f dµ > 0. Then for every k ∈ N,

UC- lim
n

∫
X

k∏
i=0

T inf dµ > 0.

We will prove Theorem 7.5.1 in the next section. Here we will establish its equivalence to Theorem 3.3.4.

Proposition 7.5.2. Theorems 3.3.4 and 7.5.1 are equivalent.

Proof. First we show that Theorem 3.3.4 implies Theorem 7.5.1. Observe that for any function f in the
conditions of Theorem 7.5.1 there exists ε > 0 such that the set A := {x ∈ X : f(x) > ε} has positive
measure. Since trivially ∫

X

k∏
i=0

T inf dµ ≥ εk+1µ
(
A ∩ T−nA ∩ · · · ∩ T−knA

)
,

this implication follows.
To prove the converse implication, first we claim that we can assume without loss of generality that X is a

compact metric space and µ is a Radon measure. Indeed, after choosing the set A we want to study, consider
the smallest σ-subalgebra A of B which contains A and is invariant under T . This is a countably generated
σ-algebra and therefore by Caratheodory’s theorem ([13, Theorem 15.3.4]) the probability space (X,A, µ) is
isomorphic to (Y,D, ν) where Y is a compact metric space, D is the Borel σ-algebra and ν is a Radon measure.
Since A is invariant under T , we can define measure preserving transformation S : (Y,D, ν)→ (Y,D, ν) and
a factor map π : (X,B, µ, T )→ (Y,D, ν, S) of measure preserving systems. If the result is established in Y ,
it will then hold as well in X.

Assuming now that X is a compact metric space and µ is a Radon measure, we can apply the ergodic
decomposition theorem (Theorem 7.3.1) to disintegrate µ into ergodic components (µy)y∈Y for some set
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Y ∈ B with µ(Y ) = 1. Since 0 < µ(A) =
∫
Y
µy(A) dµ(y), there exists a positive measure set B ⊂ Y such

that µy(A) > 0 for all y ∈ B. Therefore, applying Theorem 7.5.1 to the function 1A for each y ∈ B,

UC- lim
n

µy

(
k⋂
i=0

T−inA

)
= UC- lim

n

∫
Y

k∏
i=0

T in1A dµ > 0.

Integrating over y ∈ Y it follows that

UC- lim
n

µ

(
k⋂
i=0

T−inA

)
= UC- lim

n

∫
Y

µy

(
k⋂
i=0

T−inA

)
dµ(y) =

∫
Y

UC- lim
n

µy

(
k⋂
i=0

T−inA

)
dµ(y) > 0,

where in the last equality we used the dominated convergence theorem. Observe that if we knew only that
the lim inf was positive for a positive measure of y ∈ Y (but not that the limit existed), it would still be
possible to obtain the desired inequality using Fatou’s lemma.

�

8. Proof of Furstenberg’s Multiple Recurrence theorem

The purpose of this section is to give a proof of Theorem 7.5.1. We will follow Furstenberg’s original proof
(or more precisely, the proof in [8]), and therefore we will not obtain the full strength of Theorem 7.5.1;
instead we will show that under the same conditions we have

UC- lim inf
n

∫
X

k∏
i=0

T inf dµ > 0,

which is enough to obtain Szemerédi’s theorem (and even the strengthening in Corollary 3.3.6).

8.1. Outline of the proof.

Definition 8.1.1 (Sz factor). A factor A of (X,B, µ, T ) is called Sz if (X,A, µ, T ) satisfies the conclusion
of the Theorem 7.5.1.

For instance, the factor {∅, X} is trivially Sz (the only measurable functions are the constants). Theo-
rem 7.5.1 can be rephrased as saying that B itself is a Sz factor. The idea to prove Theorem 7.5.1 is to prove
that any proper Sz factor is contained in a strictly larger factor which is also Sz.

Definition 8.1.2 (Extension). Let A and D be factors of (X,B, µ, T ). If A ⊂ D, then we say that D is an
extension of A. We say that D is a non-trivial extension of A if A 6= D in the sense that there exists
a set D ∈ D such that µ(D4A) > 0 for every A ∈ A.

In view of Theorem 5.5.1, either the system is weak mixing, in which case Corollary 6.1.4 implies that B
is itself Sz, or there is a non-trivial Kronecker factor, which Theorem 6.2.1 implies is a Sz factor. In either
case, we have already established that every ergodic system has a non-trivial factor which is Sz.

Analogous to this, we will introduce two special types of extensions: weak-mixing extensions and
compact extensions. When an extension A ⊂ D is weak-mixing (resp. compact), we sometimes say that
the factor D is weak-mixing (resp. compact) relative to A or simply that it is a relatively weak mixing
(resp. compact) extension of A. We postpone the definitions to later subsections, but one feature of these
definitions is that a system (X,B, µ, T ) is weak-mixing (resp. compact) if and only if B is a weak-mixing
(resp. compact) extension of the trivial factor {∅, X}.

The following theorem contains the main steps in the proof of Theorem 7.5.1.

Theorem 8.1.3.

• Let A ⊂ D be an extension between factors of B. If the extension is weak mixing and A is a Sz
factor, then also D is a Sz factor.

• Let A ⊂ D be an extension between factors of B. If the extension is compact and A is a Sz factor,
then also D is a Sz factor.

• Let A be a factors of B. If the extension A ⊂ B is not weak mixing, then there exists a non-trivial
extension D of A which is compact.
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In the rest of this subsection we see how Theorem 8.1.3 implies Theorem 7.5.1.
First we present a useful lemma that helps explain why we consider factors of B instead of arbitrary

σ-subalgebra:

Lemma 8.1.4. Let f ∈ L2(B) and let A ⊂ B be a factor. Then T E[f | A] = E[Tf | A].

Proof. Note that T is a unitary operator on L2(B) and the conditional expectation is the orthogonal projec-
tion onto L2(A). SinceA is a factor, it is easy to see that T E[f | A] is also in L2(A). We will use the Riesz rep-
resentation theorem, thus it suffices to show that for every g ∈ L2(A) we have 〈T E[f | A], g〉 = 〈E[Tf | A], g〉.
Indeed

〈T E[f | A], g〉 =
〈
E[f | A], T−1g

〉
=
〈
f, T−1g

〉
= 〈Tf, g〉 = 〈E[Tf | A], g〉

The fact that A is a factor, which implies that also T−1g ∈ L2(A), was used in the second equality. �

Next, we need a technical lemma (alternatively one could use some version of Doob’s Martingale conver-
gence Theorem).

Lemma 8.1.5. Let (X,B, µ) be a probability space, let {Bα} be σ-subalgebras of B totally ordered by inclusion
and let A = σ (

⋃
Bα) be the σ-algebra generated by all Bα. Let f ∈ L∞(A) and ε > 0. Then there is some

Bα such that ‖f − E[f | Bα]‖L2 < ε.

Proof. Let H ⊂ L2(B) be the closure of the union of the L2(Bα), precisely H =
⋃
L2(Bα), where we view

L2(Bα) as a subspace of L2(B). I claim that if f, g ∈ H ∩ L∞(B), then also fg ∈ H.
To see this assume without loss of generality that ‖f‖L∞ = ‖g‖L∞ = 1, let ε > 0 and choose fα, gα ∈

L2(Bα) be such that both ‖f − fα‖ < ε and ‖g − gα‖ < ε. Note that multiplying gα with the characteristic
function of the set {|gα| < 2} (which is in Bα) gives a function in L2(Bα) closer to g than gα, thus we can
assume that ‖gα‖L∞ < 2. We now have

‖fg − fαgα‖L2 = ‖f(g − gα) + gα(f − fα)‖L2 ≤ ‖f(g − gα)‖L2 + ‖gα(f − fα)‖L2

and also

‖f(g − gα)‖2L2 =

∫
X

|f |2|g − gα|2dµ ≤
∫
X

|g − gα|2dµ = ‖g − gα‖2L2 < ε2

and

‖gα(f − fα)‖2L2 =

∫
X

|gα|2|f − fα|2dµ ≤ 4

∫
X

|f − fα|2dµ = 4‖f − fα‖2L2 < 4ε2

Putting the last three equations together we get that ‖fg − fαgα‖L2 < 5ε2, since ε > 0 was arbitrary, this
proves the claim.

Now let D be the family of all sets D ∈ B such that 1D ∈ H. I claim that D is a σ-algebra. Let D ∈ D,
then 1− 1D ∈ H and so X \D ∈ D. Now let {Di}i∈N be any sequence of sets in D. Let fi =

∏
j≤i 1Dj

, note

that fi is the characteristic function of the intersection
⋂
j≤iDj . By the previous claim, fi ∈ H, and lim fi

is the characteristic function of the intersection
⋂
i∈NDi. Since H is closed, we get that the intersection of

all Di is still in D and hence D is indeed a σ-algebra as claimed.
Moreover, since any set in any Bα has its characteristic function in H we conclude that Bα ⊂ D, so also

A ⊂ D. Finally since H is a closed subspace we actually get that L2(A) ⊂ H. �

We are now ready to prove Theorem 7.5.1, conditional on Theorem 8.1.3.

Proof. Let Ω be the set of all Sz factors of the system (X,B, µ, T ), we want to show that B ∈ Ω. We can
order Ω partially by inclusion, and we will apply Zorn’s lemma to find a maximal element in Ω. Let {Bα}
be a totally ordered family of Ω. I claim that the σ-algebra A generated by

⋃
α Bα is also Sz.

Let f ∈ L∞(A) be such that f ≥ 0 and
∫
X
fdµ > 0. We need to show that, for each k ∈ N,

UC- lim inf

∫
X

f(x)f(Tnx) · · · f(T knx)dµ(x) > 0 (8.1)

There must exist some c > 0 such that the set E = {x ∈ X : f(x) > c} has positive measure, otherwise∫
X
fdµ would be 0. Since∫

X

f(x)f(Tnx) · · · f(T knx)dµ(x) ≥ ck+1

∫
X

1E(x)1E(Tnx) · · · 1E(T knx)dµ(x),
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it suffices to assume that f itself is the characteristic function of some set, say f = 1E .
Fix k ∈ N and apply Lemma 8.1.5 to find a Sz factor Bα such that∥∥1E − E[1E | Bα]

∥∥
L2 <

√
µ(E)

2(k + 1)

Call g = E[1E | Bα] and h = 1E − g. I claim now that g(x) > 1− 1/2(k + 1) in a set of positive measure.
Indeed, if that were not true, we would have h(x) > 1/2(k + 1) for all x ∈ E, and hence

µ(E)

4(k + 1)2
> ‖h‖2L2 =

∫
X

|h|2dµ ≥
∫
E

|h|2dµ > µ(E)

4(k + 1)2

which is a contradiction. Thus the set H := {x ∈ X : g(x) > 1 − 1/2(k + 1)} has positive measure. Also
H ∈ Bα, which is a Sz factor, so

c := UC- lim inf

∫
X

1H(x)1H(Tnx) · · · 1H(T knx)dµ(x) > 0

and hence, the set D := {n ∈ N : µ(H ∩ T−nH ∩ · · · ∩ T−knH) > c/2} is syndetic. For any n ∈ D denote
Hn := H ∩ T−nH ∩ · · · ∩ T−knH. If x ∈ Hn then Tnix ∈ H for all i = 0, 1, . . . , k, and hence

E[Tni1E | Bα](x) = E[1E | Bα](Tnix) = g(Tnix) > 1− 1

2(k + 1)

Since each of the functions T in1E only takes values in {0, 1} we have

k∏
i=0

Tni1E ≥ 1−
k∑
i=0

(1− T in1E)

and taking conditional expectations we get, for x ∈ Hn,

E

[
k∏
i=0

Tni1E | Bα

]
(x) > 1−

k∑
i=0

(
1− E[T in1E | Bα](x)

)
> 1− k + 1

2(k + 1)
=

1

2

Finally integrating we obtain∫
X

k∏
i=0

Tni1Edµ =

∫
X
E

[
k∏
i=0

Tni1E | Bα

]
dµ >

µ(Hn)

2
>
c

4

Since this happens for every n ∈ D which is a syndetic set, say with gaps bounded by d, we conclude that

UC- lim inf µ(E ∩ T−nE ∩ · · · ∩ T−inE) >
c

4d
> 0

This means that the factor A is indeed a Sz factor.
We are now in conditions to apply Zorn’s lemma to find a maximal Sz factor D. Assume, for the sake of

a contradiction, that D 6= B. If the extension D ⊂ B is weak mixing, then, by the first point of Theorem
8.1.3 also B is Sz. Otherwise, by the third point of Theorem 8.1.3, there exists an intermediate factor D′
such that the extension D ⊂ D′ is compact. But then, by the second point of Theorem 8.1.3, D′ would also
be Sz, contradicting the maximality of D. �

8.2. Weak-mixing and compact extensions. We need to set up some terminology before defining weak
mixing and compact extensions. Recall that throughout this section we assume that an ergodic system
X = (X,B, µ, T ) is given. Moreover, in this subsection we also suppose that we are given an extension
A ⊂ D of factors of X.

Definition 8.2.1 (Conditional inner product). Let f, g ∈ L2(D). We define their conditional inner product
by:

〈f, g〉(D|A) := E [fg | A] ∈ L1(A)
42



Note that if A = {∅, X} is the trivial σ-algebra, then this degenerates to the usual L2 inner product.
An immediate property of this inner product is that 〈hf, g〉(D|A) = h〈f, g〉(D|A) for every f, g ∈ L2(D)

and h ∈ L∞(A). Indeed

〈hf, g〉(D|A) = E [hfg | A] = hE [fg | A] = h〈f, g〉(D|A)

This conditional inner product gives rise to a conditional norm, and then we can define the conditional
Hilbert space (or Hilbert module over L∞(A)).

Definition 8.2.2 (Hilbert Module). We define L2(D | A) to be the subspace of L2(D) consisting of those
functions f for which the conditional norm

‖f‖(D|A) :=
√
〈f, f〉(D|A) =

√
E [|f |2 | A]

is in L∞(A).

Note that the functions f and
√
E [|f |2 | A] have the same L2 norm. Thus, in particular, if ‖f‖2L2(D|A) = 0

then f = 0.
The conditional Cauchy-Schwartz inequality assures us that for f, g ∈ L2(D | A), the inner product

〈f, g〉(D|A), which is a priori only in L1(A), is actually in L∞(A).

Proposition 8.2.3 (Conditional Cauchy-Schwartz inequality). For any functions f, g ∈ L2(D | A) we have∣∣〈f, g〉(D|A)

∣∣ ≤ ‖f‖(D|A)‖g‖(D|A) a.e.

Proof. Most proofs of the usual Cauchy-Schwartz inequality can be relativized do this situation. Note that
if f, g ∈ L2(D | A) then the function f‖g‖(D|A) − g‖f‖(D|A) is also in L2(D | A). We now use the trivial

inequality x2 ≥ 0 with this function:

0 ≤
∥∥∥f‖g‖(D|A) − g‖f‖(D|A)

∥∥∥2
(D|A)

=
〈
f‖g‖(D|A) − g‖f‖(D|A), f‖g‖(D|A) − g‖f‖(D|A)

〉
= 2‖f‖2(D|A)‖g‖

2
(D|A) − 2‖f‖(D|A)‖g‖(D|A)〈f, g〉(D|A)

After rearranging this gives the desired inequality. �

Observe that this also implies a conditional Triangular inequality

Corollary 8.2.4 (Conditional Triangular Inequality). Let f, g ∈ L2(D | A). Then

‖f + g‖L2(D|A) ≤ ‖f‖L2(D|A) + ‖g‖L2(D|A) a.e.

Proof.

‖f + g‖2L2(D|A) = ‖f‖2L2(D|A) + ‖g‖2L2(D|A) + 2〈f, g〉L2(D|A)

≤
(
‖f‖L2(D|A) + ‖g‖L2(D|A)

)2
�

We define the norm on L2(D | A) by making ‖f‖ =
∥∥‖f‖L2(D|A)

∥∥
L∞

. Corollary 8.2.4 implies that this is

indeed a norm. This turns L2(D | A) into a complete metric space.
An alternative way to understand the Hilbert module associate with an extension of factors is via dis-

integration of measures. Indeed let (νx)x∈X be a disintegration of µ over the σ-algebra A. Observe
that 〈f, g〉(D|A)(x) =

∫
X
fg dνx. Therefore, the conditional norm of f can be described as the function

x 7→
√∫

X
|f |2 dνx and the Hilbert Module L2(D | A) is the space of those functions f ∈ L2(D) such that

‖f‖L2(D,µx) is uniformly bounded for µ-almost every x ∈ X.
We can now define weak mixing extensions.

Definition 8.2.5 (Weak mixing extension).

• A function f ∈ L2(D | A) is conditionally weak mixing if for each g ∈ L2(D | A) we have

UC- lim
n

|〈Tnf, g〉(D|A)| = 0 in L2(A)
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• The extension is called weak mixing if every f ∈ L2(D | A) such that E[f |A] = 0 is conditionally
weak mixing.

Example 8.2.6. If A = {∅, X} is the trivial σ-algebra, then the extension (D | A) is weak mixing if and
only if the m.p.s. (X,D, µ, T ) is a weakly mixing system. Indeed, this follows from Theorem 5.1.5.

Here is a sufficient condition for an extension to be weak-mixing, using the language of disintegration
of measures. This condition is also necessary when the factor is an ergodic system, but the proof of that
implication is more difficult and will be omitted since we do not need it.

Proposition 8.2.7. Let (D | A) be an extension such that the system (X ×X,D ⊗D, ν, T × T ) is ergodic,
where ν :=

∫
X
νx ⊗ νx dµ(x). Then the extension (D | A) is weak mixing.

Proof. The connection between λ and conditional expectation is given by the following computation, which
holds for every f ∈ L2(D):∥∥E[f | A]

∥∥2 =

∫
X

∣∣∣∣∫
X

f dνx

∣∣∣∣2 dµ(x) =

∫
X

∫
X×X

(f ⊗ f) d(νx ⊗ νx) dµ(x) =

∫
X×X

f ⊗ f dλ. (8.2)

Suppose that (X×X,D⊗D, ν, T×T ) is an ergodic system and take f, g ∈ L2(D | A) such that E[f | A] = 0.
We need to show that

UC- lim
n

|〈Tnf, g〉(D|A)|2 = 0 in L2(A) (8.3)

On the other hand, since 〈Tnf, g〉(D|A) = E[Tnfg | A] we can use the triangular inequality in L2(A) to
deduce that (8.3) will follow from

UC- lim
n

∥∥E[Tnfg | A]
∥∥2
L2 = 0 (8.4)

Using (8.2) and applying the ergodic theorem in (X ×X,D ⊗D, ν, T × T ) we conclude that

UC- lim
n

∥∥E[Tnfg | A]
∥∥2
L2 = UC- lim

n

∫
X×X

(g ⊗ g)(T × T )n(f ⊗ f)dλ

=

∫
X×X

(g ⊗ g)dλ

∫
X×X

(f ⊗ f)dλ

=

∫
X×X

(g ⊗ g)dλ

∫
X
E[f | A]2dµ

= 0.

�

It takes a little more effort to define compact extensions:

Definition 8.2.8 (Compact extension).

• A subset C ⊂ L2(D | A) is conditionally pre-compact if for every ε > 0 there are finitely many
functions f1, ..., fr ∈ L2(D | A) such that for any g ∈ C∥∥∥∥ min

1≤t≤r
‖ft − g‖(D|A)

∥∥∥∥
L∞(A)

< ε.

• A function f ∈ L2(D | A) is conditionally compact if the orbit C = {Tnf : n ∈ Z} is conditionally
pre-compact.

• The extension is called compact if conditionally compact functions are dense in L2(D).

We stress the subtlety that, in the definition of conditionally pre-compact set, the choice of fi depends
on each x ∈ X.

Example 8.2.9. The first example of a compact extension is when A = {∅, X} is the trivial σ-algebra and
(X,D, µ, T ) is (isomorphic to) a rotation on a compact group, i.e. X is a compact metrizable group, D is
the Borel σ-algebra, µ is the Haar measure and Tx = ax for some a ∈ X.
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Indeed, in this case, the conditional norm coincides with the L2 norm, and hence the extension is compact
if and only in for each function f ∈ L2(D), the orbit {Tnf : n ∈ N} is pre-compact in the L2 norm.

A less trivial example is the skew-product.

Example 8.2.10. Let X = T2, let B be the Borel σ-algebra in T and let D = B ⊗ B be the Borel σ-algebra
on X. Let µ be the Haar measure on (X,D), let α ∈ T and define T : X → X by T (x, y) = (x + α, y + x).
Let A := {A× T : A ∈ B} be the vertical σ-algebra. Then A is a factor of D and the extension (D | A) is a
compact extension.

Proof. Since T−1(A × T) = (T−1A) × T we deduce that A is indeed a factor. To see that the extension is
compact recall that L2(D) has the following orthonormal basis formed by characters ej,k : (x, y) 7→ e(jx+ky),
with j, k ∈ Z. We claim that each character ej,k is conditionally compact.

It follows from Fubini’s theorem that, for every f1, f2 ∈ L2(D | A) and any point (x, y0) ∈ X we have

‖f1 − f2‖2(D|A)(x, y0) =

∫
T

∣∣f1(x, y)− f2(x, y)
∣∣2dy (8.5)

Now, fix ε > 0 and let λ1, · · · , λr ∈ C with each |λt| = 1 be an ε-net of the unit circle. Let ft : y 7→ λte(ky).
For every (x, y0) ∈ X and n ∈ N, applying (8.5) and a simple computation we have

‖Tmej,k − ft‖2(D|A)(x, y0) =

∫
T

∣∣∣∣[e(x(j + nk) + α(jn+ kn(n− 1)/2)
)
− λt

]
e(ky)

∣∣∣∣2dy.
Thus, choosing the appropriate λt we conclude that ‖Tmej,k − ft‖(D|A) < ε and hence every character is
conditionally compact. It is easy to see that finite linear combinations of conditionally compact functions are
still conditionally compact, and hence we found a dense subset of L2(D | A) formed by compact functions. �

The notation bxc for a real number x, denotes the largest integer n such that n ≤ x.

Exercise 8.2.11. Let X,D, µ, T and A be as in Example 8.2.10. Show that the function f(x, y) = e(yb1/xc)
is not conditionally compact with respect to A.

8.3. Sz lifts through weak mixing extensions. The purpose of this subsection is to prove the following
theorem:

Theorem 8.3.1. If (D | A) is a weak mixing extension of a measure preserving system (X,B, µ, T ) and A
is Sz, then also D is Sz.

Throughout this subsection we assume that (D | A) is a weak mixing extension of a measure preserving
system (X,B, µ, T ) and A is Sz.

Remark 8.3.2. If an extension is weak mixing for T , then it is also weak mixing for T i for each i ∈ N. To
see this note that

1

N −M

M∑
n=N

|〈T inf, g〉(D|A)| ≤ i
1

Ni−Mi

Ni∑
n=Mi

|〈Tnf, g〉(D|A)|

The next lemma asserts that weak mixing extensions are also ergodic extensions:

Lemma 8.3.3. Let f ∈ L2(D) be such that E[f | A] = 0. Then

UC- lim
n

Tnf = 0 in L2(D)

Proof. By the ergodic theorem we know that this limit is the projection of f onto the space of invariant
functions. Thus it suffices to show that any T -invariant function g ∈ L2(D) is measurable with respect to A.

Let g be a T -invariant function and let g0 = g − E[g | A]. By Lemma 8.1.4, Tg0 = Tg − E[Tg | A] =
g − E[g | A] = g0, so g0 is also T -invariant. Moreover g0 is weak mixing and so

0 = UC- lim
n

∣∣〈Tng0, g0〉(D|A)

∣∣ = ‖g0‖2(D|A)

Thus g0 = 0 and hence g = E[g | A]. Therefore every T -invariant function is indeed measurable with respect
to A and this proves the result. �

The following lemma is the key to show that weak mixing extensions of Sz systems are Sz.
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Lemma 8.3.4. Assume that the extension is weak mixing. Let f1, ..., fk ∈ L∞(D) and assume that for some
i ∈ {1, . . . , k} we have E[fi | A] = 0. Then

UC- lim
n

k∏
i=1

T infi = 0 in L2(D)

To get this lemma, we need to induct on some stronger hypothesis, and hence we will instead prove the
following general case:

Lemma 8.3.5. Assume that the extension is weak mixing. Let f1, ..., fk ∈ L∞(D) and let a1, · · · , ak ∈ Z be
distinct and non-zero. Assume that, for some i ∈ {1, . . . , k}, we have E[fi | A] = 0. Then

UC- lim
n

k∏
i=1

T ainfi = 0 in L2(D)

Proof. We can (and will) assume, without loss of generality, that E[fk | A] = 0, since otherwise we can just
permutate the values of ai. We proceed by induction on k. For k = 1 we can use Remark 8.3.2 to deduce
that the extension is weak mixing for T a1 , and hence we can assume that a1 = 1. But now, this case reduces
to Lemma 8.3.3.

Now let k > 1 and let un =
∏k
i=1 T

ainfi. We are going to apply the van der Corput trick (Lemma 4.2.2).
We have

〈un+d, un〉 =

∫
X

k∏
i=1

T ai(n+d)fi

k∏
i=1

T ainfidµ

=

∫
X

k∏
i=1

T ain
(
T aidfi.fi

)
dµ

=

∫
X

T a1n

[
T a1df1.f1

k∏
i=2

T (ai−a1)n
(
T aidfi.fi

)]
dµ

=

∫
X

T a1df1.f1

k∏
i=2

T (ai−a1)n
(
T aidfi.fi

)
dµ

Let gd = T akdfk.fk and g′d = gd − E[gd | A]. By the induction hypothesis we have

UC- lim
n

k−1∏
i=2

T (ai−a1)n
(
T aidfi.fi

)
· T (ak−a1)ng′d = 0 (8.6)

On the other hand we have the trivial bound∥∥∥∥∥T a1df1.f1
k−1∏
i=2

T (ai−a1)n
(
T aidfi.fi

)∥∥∥∥∥
L∞

≤
k−1∏
i=1

‖fi‖2L∞ =: b

Taking the uniform Cesàro limit of the inner product 〈un+d, un〉 and using the previous estimate and (8.6)
(and the triangular inequality) we have

lim sup
N−M→∞

∣∣∣∣∣ 1

N −M

N∑
n=M

〈un+d, un〉

∣∣∣∣∣
≤ lim sup

N−M→∞

1

N −M

N∑
n=M

b

∫
X

∣∣∣T (ak−a1)n E[gd | A]
∣∣∣ dµ

= b lim sup
N−M→∞

1

N −M

N∑
n=M

∫
X

|E[gd | A]| dµ

= b

∫
X

|E[gd | A]| dµ
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Finally we have that

lim sup
D→∞

1

D

D∑
d=1

lim sup
N→∞

∣∣∣∣∣ 1

N

N∑
n=1

〈un+d, un〉

∣∣∣∣∣
≤ b lim sup

D→∞

1

D

D∑
d=1

∫
X

|E[gd | A]| dµ

= b lim sup
D→∞

∫
X

1

D

D∑
d=1

∣∣〈T akdfk, fk〉L2(D|A)

∣∣ dµ
= 0

where in the last line we used the definition of weak mixing extension (Definition 8.2.5). �

We can now prove Theorem 8.1.3. Let f ∈ L∞(D) be a non-negative function such that
∫
X
fdµ > 0 and

let k ∈ N. We need to show that

UC- lim inf
n

∫
X

k∏
i=0

T inf dµ > 0. (8.7)

Let g = E[f | A] and note that
∫
X
gdµ =

∫
X
fdµ > 0 and g ≥ 0 a.e., by Proposition 7.1.3. Also let h = f−g.

Replacing each appearance of f in (8.7) with (g + h) and opening up the product we end up with a sum of
2k+1 products. Each of those products but one contain some copy of h. In view of Lemma 8.3.4 each such
term vanishes after taking the uniform Cesàro limit. Therefore we conclude that

UC- lim inf
n

∫
X

k∏
i=0

T inf dµ ≥ UC- lim inf
n

∫
X

k∏
i=0

T ing dµ > 0,

where the last inequality follows from the fact that A is Sz.

8.4. Sz lifts through compact extensions I. We will present (almost) two proofs that the Sz property
lifts through compact extensions. In this section we prove the analogous result for regular (i.e. not-uniform)
Cesàro averages. We will give a different proof in the next section which works for uniform Cesàro averges.
We remark that Furstenberg’s original proof was neither of the ones presented here: similarly to the first
proof presented here, Furstenberg made use of van der Waerden’s theorem, but similarly to the second proof,
Furstenberg was able to deal with uniform Cesàro averages.

The purpose of this subsection is therefore to prove the following theorem:

Theorem 8.4.1. If (D | A) is a compact extension of a measure preserving system (X,B, µ, T ) and

C- lim inf
n

∫
X

k∏
i=0

Tnif dµ > 0 (8.8)

holds for every k ∈ N and every non-negative f ∈ L∞(A) with
∫
X
f dµ > 0, then (8.8) also holds for every

non-negative f ∈ L∞(D) with
∫
X
f dµ > 0.

As mentioned above, we will need the van der Waerden Theorem. We use the convenient notation
[K] = {0, . . . ,K − 1}.

Theorem 8.4.2. (van der Waerden) Let r, k ∈ N. There exists some K(r, k) ∈ N such that for any coloring
of
[
K(r, k)

]
in r colors there exists a monochromatic arithmetic progression of length k.

We start with a lemma:

Lemma 8.4.3. If (D | A) is a compact extension, for each f ∈ L2(D | A) and each ε > 0 there is a subset
A ∈ A such that µ(A) > 1− ε and f1A is conditionally compact.
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Proof. Let ε > 0 and, for each ` ∈ N, set ε` := ε/2` and let f` be a conditionally compact function such that

‖f − f`‖L2(D) < ε`. Let A` :=
{
x ∈ X : E

[
|f − f`|2 | A

]
(x) > ε`

}
and let Ac :=

⋃
`A`. Since A` ∈ A we

have

ε2` >

∫
X

|f − f`|2 dµ ≥
∫
A`

|f − f`|2 dµ =

∫
A`

E
[
|f − f`|2 | A

]
dµ ≥ ε`µ(A`)

whence it follows that µ(A`) ≤ ε` for every ` ∈ N, and therefore that µ(Ac) < ε.
Next let A := X \ Ac. To show that f1A is conditionally compact, let δ > 0, take ` sufficiently large so

that ε` < δ/2 and, using the fact that f` is conditionally compact, let g1 . . . , gr ∈ L2(D | A) be such that for
every n ∈ N, ∥∥∥∥ min

1≤t≤r
‖gt − Tnf`‖(D|A)

∥∥∥∥
L∞(A)

< δ/2.

Using the triangle inequality for the conditional norm (Corollary 8.2.4) we have

min
1≤t≤r

∥∥gt − Tn(f1A)
∥∥
(D|A)

≤ min
1≤t≤r

∥∥gt − Tnf`∥∥(D|A)
+
∥∥Tnf` − Tn(f1A)

∥∥
(D|A)

a.e. (8.9)

Since ∥∥Tnf` − Tn(f1A)
∥∥
(D|A)

= E
[∣∣Tn(f` − f1A)

∣∣2 | A] = Tn E
[
|f` − f1A|2 | A

]
it follows that the quantity in (8.9) is smaller than δ at every point x such that Tnx ∈ A. On the other
hand, if Tnx /∈ A, then

∥∥Tn(f1A)
∥∥
(D|A)

(x) = 0. It follows that, letting g0 ≡ 0,

min
0≤t≤r

∥∥gt − Tn(f1A)
∥∥
(D|A)

< δ a.e.

�

Proof of Theorem 8.4.1. Let f ∈ L∞(D) be such that f ≥ 0 and
∫
X
fdµ > 0; and let k ∈ N. Let ε > 0

be such that if A ∈ A has µ(A) > 1 − ε then
∫
A
fdµ > 0 and, using Lemma 8.4.3, let A ∈ A be such that

µ(A) > 1 − ε and f1A is conditionally compact. Note that if (8.8) holds for f1A, since f ≥ f1A then it
also holds for f . Therefore we can (and will) assume, without loss of generality that f is itself conditionally
compact. We will also assume that 0 ≤ f ≤ 1 after multiplying f , if necessary, by a constant.

Take ε > 0 very small (how small will be determined later, but it depends only on k and f). Applying
the compactness hypothesis we can find r ∈ N and f1, ..., fr be such that for each n ∈ N we have

min
1≤i≤r

‖Tnf − fi‖L2(D|A) < ε a.e..

Next, applying the van der Waerden Theorem (Theorem 8.4.2) we find K ∈ N so that each r-coloring of
{1, ...,K} contains an arithmetic progression of length k+1. For each n ∈ N and almost every x ∈ X consider
the r-coloring of [K] induced by the orbit T anf . More precisely the coloring is the map from a ∈ [K] to
some i ∈ [r] that satisfies ‖T anf − fi‖L2(D|A)(x) < ε. By the choice of K we can find some a = a(x, n), s =

s(x, n) ∈ N and i = i(x, n) ∈ [r] such that a+ks ≤ K and ‖T (a+ts)nf−fi‖L2(D|A)(x) < ε for each t = 0, ..., k.

Note that for each fixed a, s, i (and n), the set of those x ∈ X such that ‖T (a+ts)nf − fi‖L2(D|A)(x) < ε for
all t = 0, ..., k is in A, so we can choose the functions a, r, i to be measurable on A. Using the conditional
triangular inequality (Corollary 8.2.4) we also have that

∀n ∈ N ∀t ∈ [k] ‖T (a+ts)nf − T anf‖L2(D|A)(x) < 2ε for µ a.e. x ∈ X
Recall that ‖f‖L∞ ≤ 1 and that the norm ‖ · ‖L2(D|A) is bounded by the L∞ norm. Using the Conditional

Cauchy-Schwartz inequality (Proposition 8.2.3) several times we estimate

E

[
k∏
t=0

Tn(a+ts)f

∣∣∣∣ A
]

(x) ≥ E
[(
Tnaf

)k+1
∣∣∣ A](x)− 2(k + 1)ε (8.10)

Next, let g = E[f | A] and note that also
∫
X
gdµ =

∫
X
f dµ > 0 and, in view of Proposition 7.1.3,

0 ≤ g ≤ 1 a.e. Using Jensen inequality for conditional expectation we can get a lower bound on the right
hand side of (8.10).

E
[

(Tnaf)
k+1
∣∣∣A] (x) = E

[
fk+1

∣∣A] (Tnax) ≥
(
E
[
f | A

](
Tnax

))k+1

=
(
g
(
Tnax

))k+1
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Recall that a and s depend on both n and x. However, they take values in the finite set [K]. Therefore(
g
(
Tnax

))k+1

≥
K∏
i=0

(
g
(
Tnix

))k+1

,

and putting the last three equations together we get

E

[
k∏
t=0

Tn(a+ts)f

∣∣∣∣ A
]
≥

K∏
i=0

Tnigk+1 − 2(k + 1)ε a.e. (8.11)

Since g ∈ L∞(A) (because f ∈ L2(D | A)), also gk+1 ∈ L∞(A), and moreover gk+1 ≥ 0 and
∫
X
gk+1 dµ > 0.

Therefore we can apply the hypothesis to deduce that

C- lim inf
n

∫
X

K∏
i=0

T ingk+1 dµ > 0

For each n ∈ N, let a(n), s(n) ∈ [K] and An ∈ A be such that a(n, x) = a(n) and s(n, x) = s(n) for every
x ∈ An, and ∫

An

K∏
i=0

T ingk+1 dµ ≥ 1

K2

∫
X

K∏
i=0

T ingk+1 dµ.

We then have, for every n ∈ N,∫
X

k∏
t=0

Tn(a(n)+ts(n))f dµ ≥
∫
An

k∏
t=0

Tn(a(n)+ts(n))f dµ =

∫
An

E

[
k∏
t=0

Tn(a(n)+ts(n))f

∣∣∣∣ A
]
dµ

≥
∫
An

K∏
i=0

Tnigk+1 dµ− 2(k + 1)ε ≥ 1

K2

∫
X

K∏
i=0

Tnigk+1 dµ− 2(k + 1)ε

On the other hand, ∫
X

k∏
t=0

Tn(a(n)+ts(n))f dµ =

∫
X

k∏
t=0

Tnts(n)f dµ

so that, making ε small enough,

C- lim inf
n

∫
X

k∏
t=0

Tnts(n)f dµ > 0.

Finally, since s(n) takes values in the finite set [K] we conclude that

C- lim inf
n

∫
X

k∏
t=0

Tntf dµ ≥ 1

K2
C- lim inf

n

∫
X

k∏
t=0

Tnts(n)f dµ > 0.

�

8.5. Sz lifts through compact extensions 2. In this section we present another proof that the multiple
recurrence lifts through compact extensions. More precisely, we will prove the following theorem.

Theorem 8.5.1. If (D | A) is a compact extension of a measure preserving system (X,B, µ, T ) and A is
Sz, then also D is Sz.

The proof we will present was obtained by Furstenberg, Katznelson and Ornstein and avoids the use of
van der Waerden’s theorem, while working with uniform Cesàro limits.

Let f ∈ L∞(D) be nonnegative and such that
∫
X
fdµ > 0. Using Lemma 8.4.3, we can assume without

loss of generality that f is itself conditionally compact. Fix ε > 0 to be a very small real number to be
determined later, depending only on k and f .

Given x ∈ X and distinct a, b ∈ Z, let’s call the pair {a, b} good (with respect to x) if for every i = 0, . . . , k
we have ‖T iaf − T ibf‖(D|A)(x) < ε. A finite set F ⊂ Z is said to be unfortunate (with respect to x) if no
pair {a, b} ⊂ F is good. Since f is conditionally compact, large sets cannot be unfortunate:
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Lemma 8.5.2. There exists M ∈ N depending only on f, k and ε such that if F ⊂ Z has |F | ≥ M , then
there exists Y ∈ A with µ(Y ) = 1 and for every x ∈ Y , the set F is not unfortunate.

Proof. Let r ∈ N and f1, ..., fr be such that for each n ∈ N and almost every x ∈ X there is some t ∈ [r]
such that

‖Tnf − ft‖L2(D|A) <
ε

2
(8.12)

Let Y ∈ A be the full measure set where (8.12) holds. Let x ∈ Y and F ⊂ Z be a finite subset. For each
a ∈ F and i = 0, 1, . . . , k there exists some t ∈ [r] that satisfies (8.12) with n = ai. Thus we can associate
each a ∈ F with a sequence t0, t1, . . . tk in [r]. Since there are only rk+1 possible such sequences, if |F | > rk+1

there must be some pair a, b ∈ F with the same sequence. Using the conditional triangular inequality we
conclude that ‖T iaf − T ibf‖L2(D|A)(x) < ε for every i = 0, . . . , k, i,e, the pair {a, b} is good. �

Given F ⊂ Z (and keeping ε > 0 fixed), let

S(F ) =
{
x ∈ X : F is unfortunate with respect to x

}
=

⋂
a 6=b∈F

⋃
i∈[k]

{
x ∈ X : ‖T iaf − T ibf‖(D|A)(x) ∈ [ε,∞)

}
∈ A

We want to look at maximal unfortunate sets. Thus we define:

Q(F ) = {x ∈ S(F ) : x /∈ S(E) for all E ⊂ Z with |E| > |F |} ∈ A

Lemma 8.5.3. Almost every x ∈ X is in some Q(F ), i.e. µ

 ⋃
F⊂Z

0<|F |<M

Q(F )

 = 1

Proof. On the one hand S(F ) = X whenever F is a singleton. On the other hand, in view of Lemma 8.5.2,
if |F | ≥ M , the set S(F ) has measure 0. For each x ∈ Y let F ⊂ Z be an arbitrary unfortunate set (w.r.t.
x) with maximal cardinality (among all unfortunate sets w.r.t. x). Then |F | ≤ M and in particular F is
finite, so that x ∈ Q(F ). �

Let g = E[f | A] and denote by δ :=
∫
X
fdµ. Let A := {x : g(x) > δ/2} ∈ A. Observe that δ =∫

A
gdµ+

∫
X\A gdµ ≤ µ(A) + δ

2 , hence µ(A) > δ/2. Since there are only countably many finite subsets of Z,

we can find a finite set F ⊂ Z such that µ
(
Q(F ) ∩ A

)
> 0. Since Q(F ) ⊂ S(F ), for all x ∈ Q(F ) the set

F is unfortunate, and hence no pair a 6= b ∈ F is good. It follows that there exists some i = i(x, a, b) ∈ [k]
such that ‖T iaf − T ibf‖(D|A)(x) > ε. Thus we can find a set of positive measure E ⊂ Q(F ) ∩A and a map

q : F 2 → [k] such that for all x ∈ E and every distinct a, b ∈ F we have ‖T q(a,b)af − T q(a,b)bf‖(D|A)(x) > ε.

Lemma 8.5.4. Let n ∈ Z and x ∈ E ∩T−nE ∩T−2nE ∩ · · ·∩T−knE (in particular assume this intersection
is non-empty). Then there exists a = a(n, x) ∈ F s.t. ∀i ∈ [k] we have ‖T i(n+a)f − f‖(D|A)(x) < ε (i.e. the
pair {a+ n, 0} is good).

Proof. Since for each t ∈ [k] we have T tnx ∈ E, we have that for any pair a 6= b ∈ F there exists i = q(a, b)
independent of t such that ‖T iaf − T ibf‖(D|A)(T

tnx) > ε and hence ‖T tn+iaf − T tn+ibf‖(D|A)(x) > ε. In
particular we can take t = i and we have

‖T i(n+a)f − T i(b+n)f‖(D|A)(x) > ε (8.13)

On the other hand, E ⊂ Q(F ), so x /∈ S(G) for any G ⊂ Z with |G| > F . We will make G = (F +n)∪{0}.
If 0 ∈ F+n, then −n ∈ F and hence, taking a = −n, the conclusion of the lemma is trivially true. Otherwise
|G| > |F | and hence there exists some good pair a, b ∈ G.If neither a nor b equal 0, then a = a′ + n and
b = b′+n with a′, b′ ∈ F . But this would contradict (8.13). Thus either a = 0 or b = 0 and we are done. �

Now we can finish the proof. By assumption we get that 1E satisfies (8.7). Let c0 > 0 be the lim inf in
(8.8) with 1E , let In = E ∩ T−nE ∩ ... ∩ T−knE and let B := {n ∈ N : µ(In) > c0/2}. We have

c = UC- lim inf
n

µ(In) = UC- lim inf
n

[
1B(n)µ(In) + 1Bc(n)µ(In)

]
≤ lim inf

N−M→∞

1

N −M
∣∣B ∩ {M, . . . , N}

∣∣+
c0
2
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and thus

lim inf
N−M→∞

∣∣B ∩ {M, . . . , N}
∣∣

N −M
≥ c0

2

For each n ∈ B and x ∈ In we can apply Lemma 8.5.4 and find a(n, x) ∈ F . Using the conditional
Cauchy-Schwarz inequality and the Jensen’s inequality we obtain

E

[
k∏
i=0

T i(n+a)f

∣∣∣∣∣A
]

(x) ≥ E[fk+1 | A](x)− kε ≥ gk+1(x)− kε ≥
(
δ

2

)k+1

− kε =: c1.

By choosing now ε sufficiently small we can make c1 > 0 (observe that c1 depends only on f and k). While
a depends on x, it can only take finitely many possible values. Since the function x 7→ a(n, x) is measurable
with respect to A we can find an A-measurable subset Jn ⊂ In where a(n, ·) is constant and∫

Jn

E

[
k∏
i=0

T i(n+a)f

∣∣∣∣∣A
]
dµ ≥ 1

|F |

∫
In

E

[
k∏
i=0

T i(n+a)f

∣∣∣∣∣A
]
dµ ≥ µ(In)

|F |
c1 =: c2 > 0.

Since Jn ∈ A and f ≥ 0 we can then integrate and deduce that∫
X

k∏
i=0

T i(n+a)fdµ ≥
∫
Jn

k∏
i=0

T i(n+a)fdµ ≥ c2.

Let a1 = minF and a2 = maxF . Let M < N ∈ Z be such that N −M > a2 − a1. Then we have

N∑
m=M

∫
X

k∏
i=0

T imfdµ =
1

|F |
∑
a∈F

N−a∑
n=M−a

∫
X

k∏
i=0

T i(n+a)fdµ

≥ 1

|F |
∑
a∈F

N−a2∑
n=M−a1

∫
X

k∏
i=0

T i(n+a)fdµ

=
1

|F |

N−a2∑
n=M−a1

∫
X

∑
a∈F

k∏
i=0

T i(n+a)fdµ

≥ c2
|F |
|B ∩ [M − a1, N − a2]|

Finally, taking the uniform Cesàro limit we conclude:

UC- lim inf
m

∫
X

k∏
i=0

T imfdµ ≥ c2
|F |

lim inf
N−M→∞

|B ∩ [M − a1, N − a2]|
N −M

=
c0c2
2|F |

> 0

8.6. The dichotomy between compactness and weak mixing. In this subsection we complete the
proof of Theorem 7.5.1, by establishing the third piece of Theorem 8.1.3.

Proposition 8.6.1. Let (X,B, µ, T ) be a measure preserving system and let A ⊂ B be factor. If the extension
(B | A) is not weak mixing, then there exists a non-trivial intermediate factor A ⊂ D ⊂ B such that the
extension (D | A) is compact.

The first step is to show that, if the extension (B | A) is not weak mixing then there exists at least one
function f ∈ L2(B | A) which is conditionally compact with respect to A, but not in L2(A) (observe that
any function in L2(A) is trivially conditionally compact).

It follows from Proposition 8.2.7 that the relatively independent self joining (X×X,B⊗B, ν, T ×T )
is not ergodic, where ν is the measure on X × X defined by ν :=

∫
X
νx ⊗ νx dµ(x), and (νx)x∈X is the

disintegration of µ with respect to the factor A. Let H ∈ L∞(B⊗B, ν) be a T × T -invariant function which
is not a constant (ν almost everywhere). Since (X,B, µ, T ) is an ergodic system, the function H : X×X → C
must depend non-trivially on both coordinates.

Since H ∈ L∞(µx × µx), for almost every x one can define an operator Φx : L2(νx)→ L2(νx) given by

(Φxf)(z) =

∫
X

H(z, y)f(y)dνx(y).
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Moreover, this operator is a Hilbert-Schmidt operator, and thus compact. We can glue the Φx together to
obtain an operator Φ : L2(B | A) → L2(B | A) defined (almost everywhere) by (Φf)(x) = (Φxf)(x). Since
H is invariant under T × T , it follows that Φ(Tf) = T (Φf).

Since H depends non-trivially on both coordinates, it follows that there exists some f ∈ L2(B | A) such
that Φf does not belong to L2(A).

Next, we will show that Φf is conditionally compact. Indeed f ∈ L2(B | A), which implies that B :=∥∥‖f‖L2(B|A)

∥∥
L∞(A)

< ∞ or, equivalently, that ‖f‖L2(µx) ≤ B for almost every x. Moreover, ‖Tf‖L2(µx) =

‖f‖L2(µTx) < B, and we deduce that the set {Tnf : n ∈ Z} is a bounded subset of L2(µx), for almost every

x ∈ X. Since each Φx : L2(µx)→ L2(µx) is compact, we deduce that, for almost every x ∈ X, the orbit

{Tn(Φf) : n ∈ Z} = Φ
(
{Tnf : n ∈ Z}

)
⊂ L2(B, µx)

is pre-compact. However, the number of functions necessary to ε-cover the orbit of Φf in L2(µx) may depend
on x.

Define, for every ε > 0, the function M = Mε : X → N such that
{

Φf, T (Φf), . . . , TM(x)(Φf)
}

is ε-dense

in the whole orbit with respect to the L2(B, µx) norm. In symbols, we have

M(x) := min
{
M ∈ N : (∀n ∈ Z)(∃j ∈ [M ]) s.t.

∥∥Tn(Φf)− T j(Φf)
∥∥
L2(B,µx)

< ε
}

It is easy to check thatM is measurable with respect toA, and it follows from the compactness of each Φx that
M is almost everywhere finite. Let M0 ∈ N be such that the set A ∈ A defined by A := {x ∈ X : M(x) ≤M0}
has positive measure. We will show that the orbit of Φf in L2(B, µx) can be ε-covered by M0 functions, for
almost every x ∈ X. Indeed, for each j = 0, . . . ,M0, define the function

gj(x) = (Φf)(Tm+jx)

where m = m(x) = min{i ≥ 0 : T ix ∈ A}. Observe that, by ergodicity, m(x) and hence gj(x) is defined
almost everywhere. Take n ∈ Z and x ∈ X such that gj is defined and let m = m(x). Since m is measurable
w.r.t. A, we have

min
j∈[M0]

∥∥Tn(Φf)− gj
∥∥2
L2(B,µx)

= min
j∈[M0]

∥∥Tn(Φf)− Tm+j(Φf)
∥∥2
L2(B,µx)

= min
j∈[M0]

E
[∣∣Tn−m(Φf)− T j(Φf)

∣∣2 ∣∣∣ A](Tmx) ≤ ε

We just proved that Φf is indeed conditionally compact. In particular, it follows that the subspace

F = {f ∈ L∞(B) : f is conditionally compact}

is not contained in L2(A). We claim that F is in fact closed under products. Indeed, let f, g ∈ F , let ε > 0
and choose f1, . . . , fr, g1, . . . , gr ∈ L2(B | A) such that for every n ∈ Z we have∥∥∥ min

1≤t≤r
‖Tnf − ft‖L2(B|A)

∥∥∥
L∞

<
ε

‖g‖L∞
and

∥∥∥ min
1≤t≤r

‖Tng − gt‖L2(B|A)

∥∥∥
L∞

<
ε

‖f‖L∞
Observe that truncating each ft by ‖f‖L∞ does not alter the above inequality, so we will simply assume that
‖ft‖L∞ ≤ ‖f‖L∞ . Therefore for each n ∈ Z, choosing t and s appropriately, we have∥∥Tn(fg)− ftgs

∥∥
(B|A)

(x) ≤
∥∥Tn(fg)− ftTng

∥∥
(B|A)

(x) +
∥∥ftTng − ftgs∥∥(B|A)

(x)

≤ ‖Tng‖L∞‖Tnf − ft‖L2(B|A) + ‖ft‖L∞‖Tng − gs‖L2(B|A)

≤ 2ε

We just showed that F is an algebra. Next let

D := {D ∈ B : 1D ∈ F̄}

Since F is an algebra and F̄ is closed, the set D is a σ-algebra and F ∩ L2(D) is dense in L2(D).
The last step is to prove that F ⊂ L∞(D). Let f ∈ F and let D = {x ∈ X : f(x) < a} for some a ∈ R.

By Weierstrass’ approximation theorem, the function 1(−∞,a) ∈ L2(R, f∗µ) (where f∗µ is the pushforward
measure of µ through f) can be approximated by a polynomial (even though 1(−∞,a) is not continuous,
it has only one point of discontinuity, so it can be altered in a set of arbitrarily small measure to become
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continuous). This means that 1D can be approximated by p ◦ f for the same polynomial p ∈ R[x]. Since F
is an algebra, p ◦ f ∈ F and so 1D ∈ F̄ and hence f ∈ L∞(D)

Finally, note that F is invariant under T , thus D is invariant under T and therefore it is a compact
extension of A. This finishes the proof of Proposition 8.6.1, and hence of the Multiple recurrence theorem
of Furstenberg.
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