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Abstract

The potential merits of Empirical Modelling (EM)
as a new approach to generating software for educa-
tional use are erxamined. Connections between EM
and the learning process are discussed. EM is pro-
posed as a method of dealing with knowledge that is
gained through ezperience of interaction with arte-
facts. The philosophical implications of this thesis
are considered, with particular reference to the work
of William James (1842-1910). The relationship be-
tween EM and current research on multi-user spread-
sheets and agent-oriented modelling is also described.
A practical agenda for future applications of EM to
education is outlined.

1 Introduction

This paper outlines the characteristic principles and
techniques of a new approach to computer-based mod-
elling known as Empirical Modelling (EM), and dis-
cusses its potential impact upon the technological in-
frastructure for education. EM addresses computer
use in a wide variety of applications, and is relevant
to education in many aspects (e.g. the construction
of computer programs for educational use [16]; the
adaptation of educational programs for different hard-
ware and interface requirements [16, 20]; the simula-
tion of classroom interaction), at many stages (e.g.
in primary, secondary and higher education) and in
many different contexts (e.g. for special needs [12],
for craft-based disciplines, and potentially as a new
foundation for Computer Science [18]). The paper
will focus on putting EM in context with reference
to what has been learnt from an extensive programme
of wide-ranging practical case-studies. For more tech-
nical information, and for access to many additional
references and screen shots of demonstration models,
the reader may consult the EM website at http://
www.dcs.warwick.ac.uk/pub/research/modelling.

This paper has 4 main sections. Section 2 identifies
some of the key issues for educational software de-
velopment; Section 3 introduces the general concept

of EM, and outlines the approach with reference to
case-studies linked to educational concerns; Section 4
examines the relationship between EM and contempo-
rary research on multi-user spreadsheets and on agent-
oriented modelling; Section 5 explores the philosophi-
cal background to EM with particular reference to the
‘philosophic attitude’ of Radical Empiricism [32] ex-
pounded by the American philosopher William James.

2 Context

2.1 Issues for Technology in Education
Current approaches to providing a technological in-

frastructure for education are beset by a number of

problems. These can be viewed from several different

perspectives:

e the IT Management perspective Most educa-
tional establishments have to employ some staff
with a specialist knowledge of computér-based
technologies. Outside higher education, the func-
tion of IT management is often supplied by one
of the teaching staff who combines a hobbyist in-
terest in computing with basic programming and
operating system skills. Ongoing problems arise
from the way in which commercial software pack-
ages evolve to demand new resources, and the
speed with which hardware platforms reach ob-
solescence. In practice, it is hard to adapt ex-
isting software to run on new platforms, so that
there is a high degree of dependence upon soft-
ware and hardware suppliers. Consistent use of
IT components in the teaching process is then
expensive to resource in human and technologi-
cal terms. Where such resources are unavailable,
existing I'T provision is compromised.

o the Teacher perspective Good teachers tend to
customise resources such as textbooks, visual aids
and IT support to suit their personal style and
the demands of the curriculum. Where appro-
priate, they also tailor the use of these resources
to suit the specific needs of pupils. Where IT




is concerned, teachers wish to be able to carry
out such customisation without specialist knowl-
edge of computer software and systems, but this
is generally impossible in practice. Even the mi-
nor revision of a software package frequently ex-
poses a need for technical knowledge of programs
and computer systems, often amounting to a de-
gree of detailed insight that only the original de-
veloper could supply. Given the subject-oriented
demands upon a teacher’s time, this problem can
only be resolved if it is possible to gain access to
an intelligible incremental development process.

e the Pupil perspective To the imaginative pupil,
IT products for educational use often appear too
limited in scope. They operate with closed-world
models and stereotyped modes of interaction that
don’t fully engage the imagination, and inhibit
creativity and discovery through lack of openness
and flexibility.

The limitations of current technology identified in
these views are symptomatic of fundamental problems
concerning computer-based system development in a
wide range of applications. They have particular rele-
vance in an educational context, since exploration and
experiment have an essential role in the learning pro-
cess in motivating pupils and engaging their imagina-
tion. EM has been concerned with several challenging
issues bearing on the solution of these problems:

e developing system models in ways that allow flexi-
ble adaptation, extension and re-use even by users
who aren’t computer specialists, where models
are evolved step-by-step (cf. F P Brooks’ injunc-
tion that software should be grown [24]);

e developing techniques that allow machine-
independent specification of software, and make
it possible to generate implementations for partic-
ular architectures automatically or at least semi-
automatically;

e using computers in ways that address the needs
of the artist / craftsman, liberating creativity
by putting the emphasis upon the creation of
artefacts that exploit computer-based technology,
rather than on animating the products of analysis
and reflection in stereotyped ways;

e supporting an open-development rather than a
closed-world engineering culture [23]: devising
ways of interacting with computer-based technol-
ogy that afford learning experiences that cannot

be entirely preconceived (cf. the closely circum-
scribed knowledge about the solar system that
can be learnt from an orrery with what can be
learnt about flying from a high-quality flight sim-
ulator).

In this context, there is an apparent conflation of
concerns: addressing fundamental issues of IT sys-
tem development; and finding the most effective ways
to exploit IT in education. The paradigm shift for
computer-based modelling proposed in this paper ad-
dresses both issues, as it is itself intimately connected
with the learning process.

2.2 Artefacts and the Learning Process

There is a tendency in educational philosophy to
identify learning closely with the development of com-
munication, language and background cultural experi-
ences. This is countered by a recognition of the diverse
types of skill and knowledge that contribute to intelli-
gence [29], and of the role that interaction with arte-
facts and non-verbal interaction can play in learning
and psychotherapy. In [4], for instance, Axline — a
psychotherapist celebrated for her use of play therapy
with children — observes that conventional theories of
learning fail to account for the level of sophistication
in reading, writing, spelling and drawing that can be
acquired by a child who has withdrawn from commu-
nication. A related scepticism is expressed by Good-
ing, who identifies the need to redress the theoretical,
linguistic emphasis in philosophy of science [31]. The
proposals in this paper reflect this need.

The following brief synopsis gives the perspective
on learning that informs this paper (for later ease
of reference, this is summarised in Box 1). Learning
begins with private experience, and with interactions
that disclose persistent features, contexts and objects.
It involves the correlation of experiences of different
artefacts, and the acquisition of skills in their ma-
nipulation. Interaction reveals the extent to which
change depends upon our actions, so disclosing the
scope of personal agency, and the presence of indepen-
dent agencies. Certain associations of features become
identified with particular kinds of agency, and with
generic patterns of interaction and stimulus-response.
Communication with other agents evolves from pre-
articulate interaction in a common environment, and
from phenomenological uses of language, where utter-
ances directly express aspects of the perceived current
state. Such interaction provides the empirical basis
for common experience, and the concept of objective
knowledge. These in turn inform symbolic represen-
tations, public conventions for interpretation and the
use of formal languages.




private experience / empirical / experiential

interaction with artefacts: identification of persistent features and contexts
practical knowledge: correlations between artefacts, acquisition of skills
identification of dependencies and postulation of independent agency
identification of generic patterns of interaction and stimulus-response mechanisms
non-verbal communication through interaction in a common environment
phenomenological uses of language
identification of common experience and objective knowledge

symbolic representations and formal languages: public conventions for interpretation

public knowledge / theoretical / formal

Box 1: An Empiricist Perspective on Learning

Box 1 is to be interpreted as delineating the em-
pirical elements that inform personal learning. These
range from private and primitive agency to sophis-
ticated interactions with other individuals and arte-
facts in a common environment. The content of Box 1
has been informed by an approach to computer-based
modelling to be described below. It serves as a frame
within which to elaborate on a pragmatic and empiri-
cist thesis such as is adopted by James ([32] p202):
“the ‘truth’ of our mental operations must always be
an intra-experiential affair”.

Box 1 gives significant emphasis to private experi-
ences that involve interaction with physical artefacts.
Viewed as a progression of learning activities, it is to
be distinguished from a typical instance of learning as
encountered in education, where language plays a ma-
jor role. The account of learning explored in this paper
acknowledges the significance of language in commu-
nicating and representing knowledge, but aims to put
this in its proper perspective.

The idea that all learning and knowledge is funda-
mentally mediated by language is so well-established
that the concept of pre-articulate learning is often
viewed with suspicion. The cue for such a philosoph-
ical position is to be found in Wittgenstein’s words
[45]: “a nothing would do as well as something about
which nothing can be said”. The contention of this
paper is that appropriate use of computer-based tech-
nology liberates the design and construction of arte-
facts. In particular, suitably constructed artefacts can
be used effectively in the systematic investigation of

pre-articulate experience.

It cannot be denied that the predominant focus of
education has been on communicating knowledge at
the public, theoretical and formal end of the learn-
ing spectrum, where language is most effectively used.
The main impact of the computer on education hith-
erto has been to reinforce the emphasis upon knowl-
edge as centred upon language. The theory of com-
putation legitimises the idea of the computer as ex-
ecuting sequences of operations that follow a recipe
that can be formally specified. The role of human
perception and interpretation in accessing the mean-
ing of the executing program is not addressed in the
classical perspective on computation. In conventional
approaches to computer-based modelling, there is a
sharp contrast between the formal treatment of com-
putation and the informality surrounding cognitive is-
sues concerning presentation and visualisation of re-
sults.

However informal the status of pre-articulate in-
teraction and subjective knowledge in the learning
process, their significance is evident in many areas.
Sketches, scale models and physical prototypes have
a vital role in practical engineering, especially in con-
nection with the representation and communication of
as yet uncertain and provisional knowledge. Gooding
[31] highlights the use of similar representation tech-
niques in Faraday’s experimental work. Informal mod-
els of this type inform what Feynman calls the essen-
tial non-mathematical complement to a theory-based
perspective on physics: “A physical understanding is




a completely unmathematical, imprecise, and inexact
thing, but absolutely necessary for a physicist.” ([27]
§2-1).

Other relevant illustrations include: the importance
in historical accounts of presenting multiple view-
points that subvert an objective reality; the useful-
ness of being able to assess the correctness of a calcu-
lation from many viewpoints; the experiential aspect
of proof presentation and narrative; the fundamen-
tal role of non-verbal interaction in teaching musical
instruments, crafts or sports; the importance of ex-
ploiting personal characteristics and potential when
motivating pupils and students.

In so far as such components of our learning spec-
trum defy linguistic representation, and admit no for-
mal specification, it could be argued that they are ‘as
nothing’. An alternative stance is that only now is
the technology available to demonstrate the true sig-
nificance and potential for representation and com-
munication via constructed models. What is required
to complement this technology is a philosophical ac-
count that can counter the reductionist view of the
computer as merely a language processor. The topi-
cality of this concept is evident from many recent pub-
lications: West’s account of hermeneutic computing
[44]; Naur’s critique of logic and rules for knowledge
representation [38]; R Brooks’ demonstrations of the
power of computer-based technology that does not rely
upon symbolic representation and automated reason-
ing [25, 26]; B C Smith’s assaults on the logicist foun-
dations of AI [41]. EM is intended as a foundation
for the wider view of computing commended by these
authors.

3 Empirical Modelling

The above discussion motivates the development
of an approach to computer-based modelling that is
based upon a thesis about learning and cognition
broad enough to embrace the role of the computer as
an artefact and an instrument. Such an approach:

e is potentially good for applications in education
because the principles of model construction are
bound up with the learning process.

e can be the basis of a successful approach to
computer-based model construction precisely be-
cause it establishes a direct link between the con-
ception of the model and its construction;

Making allowance for the limitations of our current
state of understanding and tool development [3, 30},
EM is a promising candidate for a suitable approach.
The evidence for this lies in the practical modelling

tools that have been successfully developed (notably
the tkeden interpreter), and the large body of associ-
ated practical case-studies that range over many ap-
plication areas. To redeem the present limitations of
these tools so that they can meet the system develop-
ment challenges identified in this paper fully remains
a major task, and is the subject of several ongoing re-
search projects [2, 3]. For clarity, this paper adopts
an idealised view of EM.

3.1 Principles of Empirical Modelling

EM is predicated on the thesis that cognition and
learning are fundamentally concerned with a process
of construing phenomena in terms of agency and de-
pendency. The basis for this process of construal is
empirical and pragmatic. It can lead to explanation
of phenomena that presume such conviction about the
reliability of stimulus-response patterns that they can
be expressed using formal mathematical models. More
typically, an explanation is provisional and tentative,
and there can be such scepticism about its validity
that the only possible representation is via a phys-
ical artefact with which the modeller interacts in an
open exploratory fashion. The perspective on learning
associated with EM is as described in Box 1, and the
activities associated with learning are embodied in the
process of model construction. EM is conceived as a
collection of fundamental principles and techniques to
trace and record comprehension through stages similar
to those outlined in Box 1, as set out in [14].

EM aims to lay a principled foundation for non-
linguistic, pre-articulate representations beyond the
scope of symbolic Al This involves the use of the com-
puter to create physical artefacts that explicitly imi-
tate phenomena in a manner that is similar to that in-
volved in the development of a scientific instrument or
an engineering prototype {39]. The semantics of such a
physical artefact is defined by interaction, rather than
circumscription, and so lends itself to open-ended use
and interpretation that is not necessarily preconceived
prior to its construction.

The central concept of EM is to elaborate a model
of a phenomenon with reference to a projected causal
account. Conceptually, this elaboration relies upon
carrying out experiments in parallel upon the phe-
nomenon and upon the model, and correlating the
results. The stages in the elaboration are: the iden-
tification of observables, and of patterns of correlated
change to observables (‘indivisible relationships’); the
identification of agents as the instigators of state-
change; the classification of observables with respect
to each agent, associated with identification of those
observables presumed to account for stimulus-response




patterns in their interaction; the construction of be-
havioural models for systems, whose animation is in
general partially under the explicit control of the mod-
eller.

The quality of the model developed in this man-
ner is determined by the degree of insight into a
phenomenon reflected in the modeller’s explanatory
framework, and by the pragmatic value of this ex-
planatory framework in the context of the particu-
lar intended application of the model. The modelling
activity proceeds in such a way that the explana-
tory framework and possibly the intended application
evolve with the model. Empirical considerations gov-
ern this process. In every respect, the change of per-
spective associated with the ‘experimental paradox’
accounts for changes in the status, interpretation and
classification of observables. That is to say, the very
same activities that at an early stage in the modelling
process are aimed at identifying what dependencies
and agencies govern observables may subsequently be
regarded as confirming that such relationships are in-
deed valid.

A common reaction to the concept of ‘empirical
modelling’ is: How does it differ from common-or-
garden modelling? Isn’t all modelling empirical by def-
wnition? There are three different aspects that help
to distinguish EM from conventional modelling: re-
spectively philosophical, conceptual and technical in
nature:

e EM addresses the concept of the computer as
physical artefact and instrument;

e it involves recording the experimental contexts
that inform the model;

e it exploits novel computational abstractions.

The idea of programming the computer as an arte-
fact or instrument is itself controversial. The experi-
ences that a user gains in interacting with the com-
puter are not explicitly specified by formal programs,
and topics such as human-computer interaction, inter-
active graphics and multi-media have an obscure sta-
tus in the science of computer use. One application
for computers is to provide visualisation and anima-
tion to illustrate a formally specified algorithmic pro-
cess, or behaviour. In this context, the correspondence
between what the user sees and what the computer
calculates is precisely circumscribed, in that its inter-
pretation is preconceived. The idea that all meaning
must be mediated through preconception in this way is
deeply embedded in philosophical prejudices concern-
ing the primacy of language. Even Naur, despite his

reservations about the limitations of logic for knowl-
edge representation, seems to adopt this perspective
on constructed models (see [38] §4.4: The Metaphysics
of Constructed Models).

EM demands the rejection of this reductionist view
of the potential of the computer as an instrument.
This counterview is sustained by the evidence of ex-
perience. It is self-evident that the design sketch com-
municates information in an open-ended non-verbal
manner; that Faraday developed his understanding of
physical principles with reference to artefacts he con-
structed and explored; that a musical instrument is
more than a piece of wood in the hands of a virtuoso.
To specify the construction of a musical instrument
sufficiently precisely to enable it to be manufactured as
a physical artefact that permits certain basic modes of
interaction is not to specify it as an instrument. Vari-
ations between instruments defy formal specification.
How the perception and imagination of the musician
interacts with the instrument can’t be specified. The
content of an artefact is not captured by a protocol
for interaction with a formally specified mechanism.
The interaction is open-ended, and unconstrained; it
admits imaginative interpretation, influenced by the
development of new skills and insights. The physi-
cal object is open to new modes of observation and
investigation, and transcends any particular abstract
repertoire of preconceived transformations and inter-
pretations.

It is clear that only a valid claim to access to funda-
mental cognitive principles can legitimise an approach
to modelling that purports to assist the construction
of artefacts. Some justification is needed for suppos-
ing that Empirical Modelling is not merely empirical
in the informal conventional sense that model devel-
opment and refinement can be carried out in an it-
erative, or even trial-and-error, manner. The distinc-
tion between one view of empiricism and another is
most starkly illustrated by considering how we should
view an engineer who set out to build a bridge by con-
structing it and seeing whether or not it fell down.
The engineering knowledge that informs bridge build-
ing is of course empirical in essence, but it is implicitly
organised in a very highly structured manner into the-
ories and particular facts derived from experience and
precedents. All sorts of learning about bridge building
is also relevant, representative of the entire spectrum
of activities in Box 1.

The nature and structure of the models generated
by EM is crucially significant here. In EM, the most
appropriate ways of representing and organising mod-
els are not prescribed. A model comprises observables,




dependencies and agents that are loosely assembled in
such a way that they can be associated in several dif-
ferent ways to reflect different viewpoints and compo-
nents. Effective documentation of such a model en-
tails giving access to several different associations of
model fragments. Which associations are most appro-
priate in the presentation of the model is a matter
of judgement, but they will include direct representa-
tion of significant experimental contexts encountered
in the evolution of the model, as experienced from
several different viewpoints. In any case, each person
who wishes to interpret the model is freely able to se-
lect and study particular associations. In contrast to
interaction within a closed-world, such as a conven-
tional computer model supplies, EM offers situated
modelling with a potential for open interaction, that
invokes creative observation and interpretation of the
situation to which the model refers.

EM exploits two principal technical innovations
in representing models as they evolve. Definitive
(definition-based) representation of state is used to
record dependencies between observables [16]. The re-
sults of observation-oriented and agent-oriented anal-
ysis are recorded in the special-purpose notation LSD.
The models that are constructed are qualitatively dif-
ferent from conventional computer programs in some-
thing like the same way that an interconnected net-
work of multi-user spreadsheets differs from an inter-
active calculator. In interacting with such models,
there are no fixed entry points at which redefinitions
can be made. New definitions can be introduced both
to reflect new external observations and insights, and
to refine the modelling instrument. Through such in-
teraction, the provisional extensible informal LSD de-
scriptions for agents can also be refined. It is in this
fashion that EM respects the open-ended character
of the artefact, so that the shaping of the computer
model, together with its internal and external interac-
tions, accompanies the analysis of the phenomena to
which it refers.

The appropriate computational framework for EM
is that provided by the Abstract Definitive Machine
(ADM) [19]. Observables, dependencies and agents
can be represented in the ADM in such a way that
the modeller can interact with the model in the role
of a superagent. Where the observed behaviour of
a system is sufficiently well understood in stimulus-
response terms, it is possible to incorporate particular
behavioural patterns into the ADM model, but the
applications of primary interest for EM are those that
focus upon the early stages of the learning spectrum
in Box 1. For such applications, the behaviour of the

model is predominantly latent, and has to be defined
and discovered through exploratory interaction.

The models that can be elaborated in this way are
exceedingly diverse, according to the extent to which
dependency and agency are emphasised. For instance,
in an exercise in mathematical visualisation known as
the lines demo, the entire model consists solely of a
script comprising several hundred dependency rela-
tions [21], whilst, in an exercise in simulating class-
room interaction, the main emphasis is upon con-
structing observation-oriented models of teacher and
pupil agents.

3.2 The Empirical Modelling Process

Approaches to computer-based modelling are often
described as methods. This terminology suggests a
systematic procedure that is guaranteed to achieve a
particular goal. It is questionable whether learning
admits such a characterisation. There are elements
of serendipity and discovery in creative learning, and
no absolute assurance that preconceived patterns of
action will achieve specified goals. The status of EM
as a method may be likened to that of the so-called
‘Scientific Method’. Though the pursuit of scientific
knowledge follows certain general principles and em-
pirical techniques, novel science is in no sense a routine
exercise. It is an activity that takes place in an arena
in which neither human imagination nor the recalci-
trance of physical phenomena can be ignored.

Many aspects of the learning process (as set out
in Box 1) are represented in the diverse applications
of EM that have been developed in numerous case-
studies. To some extent, the shifting focus of the Em-
pirical Modelling Project, as it has been developed
over more than a decade, has traced the stages of the
learning process from the realm of private experience
to that of public knowledge. The case-studies that
have been developed over this period can be conve-
niently classified in this way.

3.2.1 EM for 1l-agent Systems

The first focus of interest in EM is in what can be
regarded as ‘l-agent systems’. To some extent, using
a spreadsheet illustrates agency in a 1-agent system.
The semantically interesting state — corresponding
to the external state of the world of which the spread-
sheet is a model — resides in the state of the spread-
sheet. The only changes to the state are via actions
on the part of the user. The nature of these actions is
conditioned by the external semantics, and in general
cannot be circumscribed as are the actions upon vari-
ables within a conventional computer program. In as
much as neither their actions nor their interpretations




can be anticipated, the user of the spreadsheet is a
free agent.

Interaction with a spreadsheet is not in itself an
archetypal example of a 1-agent system in EM terms.
To conform to the semantic framework associated with
EM, the emphasis in interpreting the spreadsheet has
to be on what is experienced by the user, not on the
abstract information encoded in the cells. This em-
phasis can be imputed to ordinary spreadsheet use, to
the extent that a user may be able to directly appre-
hend the meaning of numerical information presented
in tabular form, but the essential spirit of EM is bet-
ter represented where there is an explicit experiential
aspect to the model. This function can be served, for
instance, by visualisation of the spreadsheet data. In
an EM context, the variables that appear in defini-
tive scripts typically have such an experiential signif-
icance — they may refer directly to entities visible
to the computer user, such as points, lines, geometric
attributes or windows on the screen for instance.

The experiential character of 1-agent models in EM
has crucial significance in respect of the relationship
between the computer model and its referent. In con-
ventional symbolic representation, there is typically no
sense in which the formal symbol resembles its refer-
ent. That is to say, a formal symbol offers no experi-
ence to the interpreter that can be recognised as asso-
ciated with experience of the independent entity that
it references. In contrast, the focus on observables and
indivisible dependencies between observables in EM,
when combined with mechanisms that make these di-
rectly perceptible in interaction, is the means to ensur-
ing that what is observed of the artefact (albeit as in
caricature rather than as in realism) conforms to what
is observed of its referent. The fact that ‘observation’
can be interpreted literally in this context is funda-
mental when accounting for the perceived relationship
between a feature of a phenomenon and its counter-
part in the computer model (cf. the most primitive
aspects of the learning process in Box 1). In elaborat-
ing the principles of EM, the generalisation to which
the term ‘observation’ is subject is limited solely by
what can be deemed to be directly apprehended by
some observing agent (cf. §4.2 below).

The Empirical Modelling Project originated with
the study of definitive notations for interactive graph-
ics that apply the spreadsheet principle to the manip-
ulation of visible states [5, 6]. Precedents for this kind
of use are to be found in the research of the brothers B
and G Wyvill [47]. 1-agent interaction of this nature
has clear affinities with the kind of basic experimen-
tal interaction that a scientist or an engineer favours

when trying to understand a complex phenomena. It
also has some of the subjective exploratory charac-
ter of the researches in which Faraday seeks to find
means for the metaphorical representation of observ-
ables (such as electric currents and magnetic fields),
and the indivisible relationships that link them to-
gether (cf. the relationship between the polarity of
a magnetic field and the direction of a current).

Even in the context of interactive graphics, a range
of interpretations for the EM process is evident. A re-
lationship between observables may reflect a perceived
connection between the state of two external features,
such as the position of the lock of a door in relation
to the hinge; it may serve to assist the designer to
redesign an artefact in a conceptually convenient way
(cf. parametric design); it may express a personal pen-
chant on the part of the designer for a particular style
of layout [10]. This is a simple illustration of the way
in which the exploratory interactions of EM are associ-
ated with analysing external phenomena, refining the
instrument by means of which such phenomena are to
be represented, and identifying the personal protocols
that are characteristic of the designer agent.

In 1-agent systems, it is possible to address private
rather than objective experience. There need be no in-
dependent external observer, and the designer’s model
can be a product of fantasy. A discrepancy between
the state of the world as is and as imagined is com-
monplace in ‘what if?’ use of a spreadsheet. The LSD

~ description for the designer incorporates indivisible re-

lationships between observables as they are conceived
to be, capturing the idea of artefact as defined in its
relation to interaction.

3.2.2 EM for Multi-agent Systems

More general application of EM principles involves
postulating additional agency. The need for such
agency manifests itself through an inability to at-
tribute all state change involved in interaction with
an environment to the intervention of the modeller.
Since the effect of an action on the part of the mod-
eller is mediated through dependencies between ob-
servables, agency can be viewed as complementary to
dependency. Because of the nature of agency as repre-
sented in l-agent systems, the most appropriate way
to conceive other agents is as having the same gen-
eral characteristics as the modeller. This is evidently
quite appropriate when accounting for the actions of
other human agents, discounting the potentially sub-
jective nature of interactions. For inanimate agents,
the stimuli and responses typically involve observables
that cannot be directly sensed and manipulated by a
human agent. Knowledge about the protocols for in-




teraction of such agents has then to be represented in
ways that are intelligible to a human agent. In EM,
this is done by constructing artefacts that purport to
imitate protocols in terms that are sensible to human
perception and intelligence.

In this discussion, there is some prestidigitation
over the status of observations. In a 1-agent system,
the human agent typically acts in two roles: as the sole
significant agent, and as the external observer. Where
there are several agents, these can be configured in
many different ways with respect to an external ob-
server, or even to a choice of different observers. It is
in connection with systems with more than one agent
or observer that LSD descriptions become significant.
An LSD description is a classification of observables
from the perspective of an observer, detailing the ob-
servables whose values can act as stimuli for an agent
(its oracles), which can be redefined by the agent in
its responses (its handles), those observables whose
existence is intrinsically associated with the agent (its
states) and those indivisible relationships between ob-
servables that are characteristic of the interface be-
tween the agent and its environment (its derivates).
The repertoire of possible state-changing actions of
agents is also recorded (its protocol).

There are essentially two different ways in which
EM can be applied to modelling concurrent systems:

Scenario 1 the modelling activity is centred around
an external observer who can examine the sys-
tem behaviour, but has to identify the component
agents and infer or construct profiles for their in-
teraction;

Scenario 2 the system can be observed from the per-
spectives of its component agents, but an objec-
tive viewpoint or mode of observation to account
for the corporate effect of their interaction is to
be identified.

Scenario 1 is the perspective appropriate for the ex-
perimental scientist, who has to speculate about the
kind of agents and interactions that account for an ob-
served phenomenon. It is also the appropriate frame-
work within which an engineer works when trying to
devise components and protocols to fulfil a known
function.

Scenario 2 is the setting for the analysis of a com-
plex system, where the behaviour of components can
be observed, but the emergent behaviour is yet to
be inferred. It is also the appropriate setting for co-
operative working and concurrent engineering, where
the viewpoints of the agents can be specified in iso-
lation, but their corporate interaction is potentially

subject to lead to conflict and incoherence.

In many applications, it is appropriate to consider
both scenarios concurrently, with a view to reconciling
global and local perspectives on the behaviour of a
system. For instance, it may be that the profiles of
the components of a reactive system and the intended
system behaviour can be specified independently, but
these two perspectives have yet to be reconciled.

Related research in the Empirical Modelling
Project has involved the practical development of the
ADM and the tkeden interpreter, and their application
to issues such as programming-as-modelling [16], con-
current systems simulation [15], concurrent engineer-
ing [8, 1] and explanatory modelling [7]. The charac-
teristic themes of this research are circumscribing be-
haviour and establishing an objective viewpoint; these
are associated with the middle region of the spectrum
of learning activities in Box 1. The overall progres-
sion associated with EM in such applications is: ac-
quisition of personal conviction, recognition of gener-
alisation, identification of objective knowledge. The
potential for tracing this development process to its
logical conclusion is illustrated in research into ma-
chine architectures for EM [3, 19], the translation of
EM models into conventional procedural programs [3],
and the construction of comprehensive knowledge rep-
resentation models for specific applications.

3.3 EM in Practice

Almost all the models that have been developed
using EM principles have been represented using the
tkeden interpreter. This applies even to those that
are constructed using the ADM [19], since this is at
present implemented via a translator that acts as a
front-end to tkeden. As outlined in the account of
EM given above, the development of the tkeden model
as a computer-based artefact is accompanied by the
identification and analysis of agency as it is manifest
in many diverse aspects. For instance, the modeller
may address their own role as an agent, or be con-
cerned with how the constituent agents are construed
to interact, both in relation to the artefact itself and
to the phenomenon to which it refers. This role can-
not in general be formally specified in a conventional
sense, but it may be explicitly described in LSD. Such
a description is framed in terms of observables, not
abstract mathematical variables, and evolves as the
artefact is constructed. In practice, most model de-
velopment using tkeden proceeds in such a way that
the roles of agents are implicit in potential interaction
with the model, in much the same way that user in-
teraction with a spreadsheet is implicitly constrained.

A typical tkeden file comprises three kinds of con-




struct: definitions, functions and actions. Defini-
tions are formulated in terms of variables that repre-
sent scalar quantities, text strings, and recursive non-
homogeneous lists, as well as visually significant ele-
ments such as points, lines, and shapes in the form of
planar line drawings, and windows in the screen lay-
out. Functions serve as user-defined operators on the
RHS of definitions; these supplement standard built-in
operators that are used to define scalar, structural and
geometric relations. In the present interpreter, func-
tions are specified procedurally, but there is a good
rationale for specifying them by auxiliary definitive
scripts. This is necessary when specifying operators
that return a complex structure, for instance, where
reference may need to be made to the components of
that structure in definitions [6]. Actions are specified
as procedures that are triggered by changes to the val-
ues of particular variables. Ideally, actions should take
the form of redefinitions of variables, but in practice it
is essential to permit actions that act as conventional
procedures with side-effects, as this is the only way to
express state-changes in a conventional architecture.

In the interpretation of a tkeden file, the definitive
script represents the state that is interpreted by the
modeller. In practice, there are many ways to con-
ceive and interpret the script. For instance, a script
can be organised into subscripts that represent stages
in the development of the whole model, or into objects
within the domain being modelled, or into viewpoints
for the agents within that domain. In combination
with sets of actions, scripts can also represent partic-
ular agents whose mode of observation and interac-
tion may or may not be explicitly described in LSD.
The user interface to tkeden includes features for script
storage, retrieval and inspection to assist script organ-
isation and development. The use of the ADM serves
a similar function [15], as do higher-order definitions

[30].

Whereas the focus of conventional computer pro-
gramming methods is upon the representation of be-
haviours, EM is essentially concerned with state and
patterns of observation of state. A typical strategy in
model development is for the modeller to first simu-
late the role of the agents within the application, then
to introduce actions to automate their interaction as
and when appropriate. This process of automation is
conceptually quite different from the circumscription
of a behaviour, since it stems from discretion on the
part of the modeller. Even when a model includes
objects whose motion is synchronised with the obser-
vation of a clock using Newtonian mechanics, the se-
quence of states that is generated is to be interpreted

as observed rather than constrained to conform to a
pattern. This distinction is significant only because of
the exceptional agency that the modeller can invoke —
potentially intervening as a super-agent at any point
to change the current state in ways that are quite un-
constrained.

Model development in EM has an open flexible
character. This reflects the freedom with which fami-
lies of definitions, functions and actions can be selected
and combined in meaningful ways. Since the interpre-
tation of such a family is independent of order, the
sequence in which its components are introduced is ul-
timately insignificant. The construction process builds
upon incomplete models in an incremental fashion. At
any stage, particular subfamilies can serve as experi-
mental environments in which to test the validity of
hypotheses about the structure and properties of the
model.

The derivation of one model from another can fol-
low many different patterns. It is common for a model
to be extended through the introduction of extra def-
initions that reflect a new mode of observation of the
same referent (e.g. the introduction of the connectiv-
ity graph to the railway track model in [8]). Wher-
ever it is possible to conceive two models as simulta-
neously observed, they can readily be combined, pos-
sibly subject to introducing additional dependencies
between the two sets of observations (see e.g. the
adjunction of a chess clock to the model of a stat-
echart and digital watch in [11]). Specialisation of
a model through adaptation of particular definitions
is also possible. These techniques lead to a type of
re-use that is more radical than that associated with
object-oriented modelling. In effect, the open-ended
character of observation in EM means that an object
can be invested with extra significance. Abstraction
of this kind is more faithful to life, where objects are
not stamped with a specific functionality, but can be
organised and adapted in ingenious ways [42].

EM does not dictate a particular development
strategy. The non-prescriptive exploratory character
of the modelling process lends itself to adaptation in a
way that can lead to unexpected results. For instance,
in a recent student project, a graphical tool that had
been developed with the generation and animation of
statecharts in mind could at once be used in conjunc-
tion with existing models. A student who embarked on
modelling an adventure game incidentally constructed
a two-dimensional shape designer within one and the
same environment. It is also possible to work from
a preconceived design for a model, and to introduce
the components of the model in whatever order seems




most appropriate. For instance, a preliminary model
can be developed from an LSD description that is an-
imated via the ADM [15], and a user-interface can ei-
ther be constructed first (cf. a Visual Basic approach),
or developed on top of an pre-existing system model
(cf. [9]). Co-operative development has been illus-
trated in a number of projects. The most ambitious
experiment of this nature was the construction of an
animation of the game of cricket by a team of ten grad-
uate students. Such experiments have demonstrated
the potential of EM for rapid prototyping.

The distinctive open-ended character of the prod-
ucts of EM is most clearly illustrated in research into
their translation to conventional programs [3]. The
advantage of making such translations is that it leads
to portability and much more efficient model execu-
tion. The only and essential limitation is that the
behaviour of the model must first be constrained by
restricting the protocols of all its agents. In effect,
circumscription is a pre-requisite for formal represen-
tation. This suggests that an appropriate application
for EM is as a knowledge base from which to generate
conventional programs to meet evolving requirements.
3.4 EM and the Learning Process

The connection between EM and the learning pro-
cess is highlighted by considering two aspects of
the knowledge representation task, as it arises in
modelling or programming the state-changing agents
within a complex system:

e in the early phases of analysis of such a system,
knowledge is most effectively represented by arte-
facts that imitate the experience of interaction
with components of the system. At this stage,
the behaviour of agents is understood in reac-
tive terms, with reference to particular patterns
of stimulus-response, and as communicated to the
environment through the indivisible propagation
of change. Such artefacts serve to represent the
empirical evidence that informs our understand-
ing of what the relevant agents are, and how they
appear to interact, as this develops;

o if and when the behaviour of a system is com-
prehensively understood, knowledge can be rep-
resented by means of formal abstract specifica-
tions of the protocols that the agents follow. The
use of such a representation is predicated upon
the idealised presumption that we have sufficient
reliable insight into how the agents interact.

Much education emphasises knowledge represen-
tation of the latter type, making use of highly ab-
stract models of behaviour in which all intuitions

about agency are hidden (cf. [40] Chap. XIII). For-
mal software construction is conceived in a similar
spirit, relying on formulaic transformation motivated
by paradigms for sequential programming and by the
mathematical theory of computation. To be most ef-
fective, the teaching process has to expose and explore
the experiential roots of knowledge that can inform
theories. For system development to become more in-
telligible and flexible, computer-based modelling must
invoke the essential interaction with real-world exper-
iment and analysis of the practising engineer. It is
this common concern for relating two kinds of knowl-
edge that links the two apparently distinct objectives
identified in §2.1.

From an educational perspective, the most signif-
icant aspect of agent-oriented knowledge representa-
tion lies in its explanatory power. The computational
and procedural recipes that are associated with clas-
sical algorithms are the counterparts of rote learning
in educational terms. They are optimised to perform
efficiently on machines that are presumed absolutely
reliable, but they embody no understanding of the
context in which they operate, and are quite obliv-
ious to significant changes in that environment. To
the extent that this is their sole function, optimisa-
tion is desirable, but in practice there is a penumbra
around the desired behaviour of a system associated
with faulty operations, inappropriate use and unfore-
seen contextual changes. It is important to be able to
take account of this not only because such exceptional
conditions may arise, but because the extensions and
refinements involved in the development process can
otherwise entail major re-engineering.

Good understanding is associated with developing
models and recipes within an explanatory framework.
The learning activities in Box 1 are concerned not
merely with what happens but with why it happens.
An expert car mechanic is familiar with the penum-
bra of undesirable engine behaviours, and knows how
to find plausible explanations. Such knowledge is es-
sentially empirical in nature, drawing upon previous
experience of ‘what if?’ scenarios and the results of
previously unrehearsed experiments.

A simple illustration of the way in which such con-
siderations arise in EM is to be found in the models
of noughts-and-crosses (OXO-models) we have con-
structed. In one such model, the criterion by which
the computer agent determines when to make a move
is based on the number of Os and Xs, and which player
took the first turn. If the modeller (acting in the role
of a superagent as EM allows in any context) simulates
a human player who cheats by taking two successive




turns, the computer itself responds in a similar fash-
ion. A different behaviour would be exhibited if the
criterion were to be “did my opponent make the last
move?”.

In contemplating the use of EM in an educational
setting, it is possible to identify many potential ap-
plications, most of which are yet to be explored. In
future implementations of EM, the functions of the
underlying algebra over which dependencies are for-
mulated should themselves be represented by defini-
tive scripts and agents [6]. This concept will expose
the two contexts in the mind of the human interpreter
of a definition of the form x = f(a,b,c, ...): one in
which the explicit evaluation of the function f is be-
ing considered, and another in which f represents an
implicit atomic operation. Such a representation can
be applied in at least two ways to express learning
activities:

e what is first learned laboriously as a procedure
(cf. the explicit evaluation of f) can be subse-
quently directly apprehended (cf. f as an implicit
atomic operation);

* a sequence of actions to achieve a particular ob-
jective (cf. the definition that involves f) can be
conceived as composed of subsequences (cf. the
explicit evaluations of f) to achieve subgoals.

There is also scope for sophisticated forms of de-
pendency that can be applied in a CAL setting. By
way of illustration, in performing mathematical calcu-
lations, it is important to know what procedures to ap-
ply when checking the correctness of a result. For ex-
ample, when multiplying two polynomials, we should
check that the result is a polynomial, that terms of
the same degree have been collated, that the degree
of the result is correct, that the constant term is cor-
rect etc. In an EM framework, multiple agencies of
this kind can be set up in a simple manner so that
they operate with a degree of eagerness over which
the pupil or teacher has discretion. As an alternative
application of a similar mechanism, agents can be set
up to monitor the learning process, and alert the pupil
to sequences of actions that can be applied to achieve
certain goals. The degree of assistance that such a
monitoring systemn provides to the learner can range
from reminder, to hint, to demonstration. Most im-
portantly, such monitors can be readily customised to
the needs of particular pupils, and placed under the
control of teacher or pupil.

One consequence of the prevailing computer science
culture is that it is hard to develop CAL systems that

expose the learner to the creative and exploratory pro-
cesses by which proofs are discovered, or literature is
written. In principle, EM is very well-suited to the
role of presenting states of mind that relate to the
early stages of development of a product, as cited in
Box 1. EM techniques can be applied to the presen-
tation of proofs (cf. [17]), to constructing environ-
ments to represent the state of the reader’s knowledge
at some point in a novel, or to simulating the patterns
of movement and interaction conceived by a director
of a play. The special benefit that EM can bring to
these situations is in empowering the pupil to explore
the consequences of actions other than those repre-
sented in the final product in an open-ended fashion.

4 Empirical Modelling in Context

EM uses two principal techniques for analysis and
representation: definitive representation of state, and
observation-oriented analysis of agents. This section
relates these two techniques to other independent re-
search with which it has both significant affinity and
crucial points of difference. It also includes a brief dis-
cussion of philosophical outlooks with which EM has
an affinity.

4.1 Multi-user Spreadsheets

What we have termed ‘definitive principles for state
representation’ are becoming widespread in many
modelling applications. For the most part, this stems
from developments and extensions of the spreadsheet
concept. Conventional spreadsheets and their ex-
tensions provide ever more powerful functionality for
business applications, but they have also been pro-
posed as a framework for intelligent business software
[28], adapted for image processing [34] and geometric
modelling, and adopted as a basis for web interaction.
EM draws together many of these themes, putting
particular emphasis on broader interpretations of ob-
servable than can typically be recorded in spreadsheet
cells (inc. entities apprehended through cultural con-
vention, or sophisticated thought-processes) and on
perceptualisation (graphs, line drawings, textual an-
notations, windows).

It is also becoming clear that definitive principles
can influence the way in which developers interact.
Nardi [37] is a particularly interesting study of the im-
pact of spreadsheet use on the software development
culture. The themes emerging from this study are con-
sistent with our experience and aspirations for EM. A
spreadsheet can serve as the focus for many different
types of interaction, and is amenable to re-use and
extension in novel ways. For instance, new spread-
sheets can be developed by customisation of existing




ones, or through the integration of spreadsheets. Un-
like a program with closed preconceived functionality,
a spreadsheet can evolve as an organic entity through
the corporate efforts of several types of user and de-
veloper. In this development process, many levels of
expertise are represented, ranging from the sophisti-
cated skills required of application programmers, to
macro-level programming, to simple cell redefinition,
and the choice of parameters.

The most significant aspect of spreadsheet use is
that it promotes a change in management culture.
Communication via documents favours one-way batch
interaction modes, where the design process is com-
partmentalised and the transfer of information be-
tween different participants involves making firm or
even binding recommendations. In contrast, commu-
nication of spreadsheets entails sharing and exchange
of experimental contexts. This potentially permits
much more flexible interaction and greater scope for
creativity. On the other hand, it also demands another
kind of discipline, posing challenges for conflict reso-
lution, and for maintaining consistency. Determining
the explicit status of parameters with respect to the
ditferent participants is essential here, so that it is un-
derstood who has the authority to make or declare the
limits on choices of values.

A similar pattern of use has been observed within
EM. Re-use is common, and has led to the construc-
tion of quite sophisticated products over a very short
period of time. It has proved easy to transfer scripts
from one context to another, and to extend exist-
ing models by adding new viewpoints and dependency
links. Some consideration has been given to the ex-
tension of these principles to co-operative design [1].

The perspective that EM affords upon defini-
tive representation of state indicates that combining
spreadsheet principles with conventional programming
technologies is a problematic issue. When defini-
tive relationships are used in conjunction with tra-
ditional programming paradigms, this entails marry-
ing together two different kinds of knowledge, the one
associated with recipes for action in an established
closed-world context, the other with the direct repre-
sentation and open exploration of an external state.

Supplying a richer control environment to spread-
sheets can be viewed as a particular case of the more
general problem of composing agency and dependency
without compromising their integrity. EM tackles this
problem by using definitive representations to specify
the environments for agent action, and explicitly relat-
ing all state changes in the system to agent actions. It
is much harder to keep conceptual control of how tran-

sitions interact with dependencies in traditional pro-
gramming paradigms. Evidence for this can be seen by
examining the ways in which constraint-based, rule-
based and event-driven technologies for rapid proto-
typing deal with agency and dependency. Constraint-
based approaches attempt to combine declarative as-
sertions about relationships between observables de-
rived from a circumscribed view of system behaviour
with procedural mechanisms for constraint satisfac-
tion. In rule-based approaches, it is hard to distin-
guish between the processes that update dependen-
cies and the significant actions of agents. Event-driven
paradigms attach too little weight to maintaining the
integrity of the contexts in which state changes are
triggered.

Interfacing spreadsheet-like principles and rapid
prototyping paradigms of this type directly is a con-
ceptually unsatisfactory way of trying to take a short-
cut towards traditional programs. EM favours a dif-
ferent approach to generating conventional programs,
based on the translation of models to efficient opti-
mised programs after restriction of their functionality.
The possibility of partial translation is also admitted,
representing commitment to certain features of the in-
teraction within the model about which conviction has
been acquired.

4.2 Agent-based Modelling

The analysis of agency is at the heart of
observation-oriented modelling, but the particular
framework for state representation adopted in EM dis-
tinguishes it fundamentally from other approaches to
agent-based systems. The adoption of a non-logicist
viewpoint is central, and there is some affinity be-
tween our stance towards knowledge and intelligence
and that of R A Brooks [25, 26].

Current work in agent-based systems can be clas-
sified into two schools [46]: cognitive and reactive ap-
proaches. These two approaches are distinguished by
the nature of the observables that are deemed to effect
communication between agents, and the nature of the
processing activity that is presumed to govern their
actions. In a cognitive approach, agent interaction
is typically described with reference to a belief, desire
and intention framework for agent-based reasoning. In
a reactive approach, agent interaction is primarily ex-
pressed in terms of more primitive stimulus-response
patterns.

EM is in spirit closest to a reactive viewpoint, but
the observables to which an agent can be responsive
are unconventionally subtle and complex. Observables
in EM encompass any identifiable feature of a situa-
tion to which a value can be ascribed, such that this




value can be construed as directly perceived by some
agent. This concept embraces what is perceptible in
any way by a human agent (e.g. through touch and
hearing); what is invisible to a human agent, but is
construed to be directly sensed by a device (e.g. an
electric current); what can be directly apprehended as
a result of acquired skill or familiarisation (e.g. the
cues through which a computer user apprehends that
it is time to enter input, or a musician recognises a
chord, or a lawyer appreciates that a legal procedure is
completed). In this way, EM blurs the distinction be-
tween the cognitive and the reactive aspects of agent-
oriented modelling. The rationale for adopting such a
broad — and in some respects, mysterious — concept
of observable, is that, when accounting for agent in-
teraction in a concurrent system, the immediacy and
timeliness of knowledge matters more than its nature.

EM bears on two fundamental questions raised by
current research into the foundations for multi-agent
systems:

e can the concept of agent be formally specified?
(ct. [35)

o is there a development methodology for reactive
systems? (cf. [46])

EM gives insight into these questions, and favours neg-
ative answers to both, at least as far as the aspirations
of the logicist are concerned.

As applied across the spectrum of learning repre-
sented in Box 1, EM accommodates three concepts of
an agent within a unifying framework for model con-
struction:

View 1 an entity comprising a group of observables
with unexplored potential to affect system be-
haviour;

View 2 a View 1 agent that is capable of particular
patterns of stimulus-response within the system;

View 3 a View 2 agent whose pattern of stimulus-
response interaction can be entirely circumscribed
and predicted.

An example of a View 1 agent might be a stone, as
represented by the open-ended group of observables
(space occupancy, volume, weight, colour, smooth-
ness, coefficient of restitution etc.) that are intrin-
sically concerned with it as an entity. For many prac-
tical purposes, it is inappropriate to regard a stone
as an agent, but in some contexts it is viewed as one
(“the window was smashed by the stone”). As for un-
explored potential, who is to say whether, on rubbing

the stone whilst incanting some magic words, a geni
might appear?

A table lamp might be an example of a View 2
agent. Switching the lamp on and off is an example
of a reliable stimulus-response pattern. In an inter-
mediate state of knowledge about table lamps, I may
or may not be prepared for the bulb to explode unex-
pectedly, and it may be that such behaviour is outside
the scope of my concern.

For many practical purposes, an alarm clock is an
example of a View 3 agent. The functions it per-
forms are precisely known, and entirely predictable.
In object-oriented development terms, an alarm clock
is a good example of an object-like abstraction.

The classification of agency according to these
views is not a formal matter. Agency is being invoked
as a conceptual device fundamentally associated with
how phenomena are construed to occur. This con-
strual is a pragmatic issue, informed by the scope of
intended application of the model, and by what as-
sumptions are being made about the context for ob-
servation and interaction. It is clear that a developing
child will appreciate an alarm clock as first View 1,
then View 2 and then View 3 agent, and that from
the perspective of the through-and-through empiricist
there is no absolute justification for any of these views.

McCarthy has observed that the concept of agency
is most useful when applied to a phenomenon that is
incompletely understood [36]. EM promotes the re-
lated but more radical view that agency is only mean-
ingful in relation to the development of understanding,
as it is informally described in Box 1. All three views
of agency are necessary to this development, and there
is no absolute sense in which any one particular view
must prevail in a given context. In any case, the con-
cept of a View 1 agent is so broad as to be almost
vacuous, and the agency of a View 3 agent is so cir-
cumscribed as to be almost redundant. It is in the
attempt to make a conceptual transition from View 1
to View 3 that agency is a forceful concept.

Where the development of agent-oriented models is
concerned, the classification of experience upon which
EM puts emphasis is between what has been and is
being observed and what is believed on the basis of
empirical evidence and past observation to be reliably
verifiable. Definitive representation of state plays a
fundamental role in shaping the development process,
since one and the same action on the part of an agent
can have radically different effects upon the system
state according to context. In view of this, it is pos-
sible to develop models incrementally, without neces-
sarily having to revise the protocols for agent action




in order to reflect new insights into system behaviour.

By means of EM, it is possible to construct com-
puter models of n-agent systems (n>0) in which
the roles of agents with a degree of autonomy can
be played by the modeller in the guise of supera-
gent. Phenomena that are comprehensively under-
stood can be represented either by models that incor-
porate View 2 agents with a preconceived and limited
degree of autonomy, or by mechanistic (0-agent) mod-
els. This latter category of models comprises those
that are formal in the conventional sense. The rela-
tionship between 0-agent models — as realised by for-
mal (typically computer-based) models with an unam-
biguous operational interpretation, and n-agent mod-
els — as realised by physical artefacts (possibly but
not necessarily computer-based), resembles the rela-
tionship between a scientific theory and the physical
apparatus and experimental protocols used to estab-
lish and corroborate the theory. The open-ended and
situated character of the development process is con-
sonant with Wavish and Graham’s observation [43]
that, in a reactive architectural paradigm, each sys-
tem must be individually hand-crafted through a po-
tentially lengthy period of experimentation. On this
basis, it is not appropriate to speak of a development
methodology.

5 Philosophical Foundations

The philosophical stance in EM is not logicist. In
the spirit of B C Smith [41], it aspires to principles
based on foundations more general than conventional
computational theory admits, in which physical re-
alisibility has an essential role. It is commonly sup-
posed that logic represents the most primitive founda-
tion for description of phenomena, and cannot be un-
derwritten by yet more fundamental principles. The
primary characteristics of logic as a medium for pub-
lic communication, concerned with generalisations and
the formalisation of absolute knowledge, are in com-
plete contrast to our primary experience of agency,
which originates in personal and private perceptions
of specific situations, and has an experimental qual-
ity. An archetypal example of fundamental activity
that is more primitive than logic in its essence, is the
process by which an optician diagnoses the character-
istics of a patient’s sight through the systematic use of
artefacts. An adequate account of EM has to accom-
modate both the empirical and rational elements in
human understanding, and explicate the relationship
between the two (cf. [14]).

EM poses special problems of communication and
evaluation. In the light of its grand claims to be
addressing fundamental problems of system develop-

ment, it is natural for its critics to look sceptically
at what appear to be modest practical products. To
some extent, this has to do with inappropriate expec-
tations: a failure to recognise that the novelty of EM
lies in the development process and the nature of the
artefact it creates. The primary interest in EM is not
in highly optimised programs to solve particular spe-
cific goals. Whilst it would be of great interest to
combine EM principles with the exceptionally high
degree of realism that commercial computer graph-
ics systems offer (cf. [2]), the underlying mechanisms
that can generate convincing virtual realities necessar-
ily require deep empirical foundations. For EM, the
primary focus of interest in this connection is on inves-
tigating the explanatory frameworks behind complex
behavioural models, not on solving the problems of
generating realistic real-time animation.

Another major concern of critics is whether the use
of linguistic constructs such as definitive scripts and
LSD descriptions can possibly be anything other than
a disguised use of formal language. The appropriate
response to this is that the variables in these scripts
and descriptions stand for external observables, and
purport to represent them directly in a phenomeno-
logical sense. That is to say, they are observables that
have not been subjected to the complete process of
empirical refinement that allows us to represent them
by logical variables. They are instead, like the vari-
ables in spreadsheet cells, representative of quantities
whose values and relationships are determined with
reference to experience of their external referents.

The issue of how meaning and knowledge is shaped
by experience is central to the work of the American
philosopher William James. In his ‘philosophic atti-
tude’ of Radical Empiricism [32], James argues that
the basic content of experience is much more than
discrete sensory particulars — it embraces complex
‘conjunctive relations’. James identifies “the relation
experienced between terms that form states of mind”
as the most intimate conjunctive relation, and criti-
cises traditional empiricists for deploying highly ab-
stract theoretical concepts to refer to the most ba-
sic particular elements of our experience: “Conception
disintegrates experience utterly” ([32] p70), “{it] per-
forms on conjunctive relations the usual rationalistic
act of substitution — [taking] them not as they are
given in their first intention, as parts constitutive of
experience’s living flow, but only as they appear in
retrospect, each fixed as a determinate object of con-
ception, static, therefore, and contained within itself.”
([32] p236).

James’ attitude to experience is consistent with




what informs the use of spreadsheets, and the more
general related abstractions of EM. Each cell of a
spreadsheet refers to a particular identity and all val-
ues ascribed to this cell are interpreted as referring to
this same identity. Redefining the value of a cell is not
specifying a new spreadsheet — the different states of
a particular spreadsheet are all as terms in one state
of mind. The evolution of the spreadsheet reflects its
referent as it is experienced, and its openness to inter-
action eludes any attempt to fix it as “a determinate
object of conception”. Such examples of conjunctive
relations illustrate how, in EM, more than discrete
sensory particulars are presumed to be empirically ac-
cessible, and directly apprehended. No matter that
such features of our experience are unexpectedly so-
phisticated; as James indicates, in giving an account of
‘pure experience’ it is not necessary to explain “how
experiences ever get themselves made, or why their
characters and relations are just such as appear” ([32]
p132-3).

James’ writings endorse the outlook commended by
EM in many other respects. The principles that moti-
vate agent-oriented analysis in EM are consistent with
those advocated by James: “the healthy thing for phi-
losophy is ... to try to solve the concrete questions of
where effectuation in this world is located, of which
things are the true causal agents there, and of what
the more remote effects consist” ([32] p185-6). As the
discussion of agency in the previous section illustrates,
it would be absurd to sustain such an investigation
in a conventional formal framework, and a pragmatic
stance must determine what we deem to carry convic-
tion. For instance, an absolute test of object identity
is in general hard to formulate and apply, but — for
many practical purposes — potentially fallible criteria
suffice.

In the context of educational concerns, one of
James’ most interesting ideas is that primary knowl-
edge is defined by relationships between experiences
[37, 32], and that knowledge representation can be
achieved without conventional formal symbolism in
this way. In the EM process, the correlation of com-
puter model with the phenomena to which it refers is
established and mediated by experience in just such
a fashion. Only by reference to such a philosophic
attitude as James adopts does it seem possible to
address the issue of how it is that a particular EM
model evolves indefinitely towards a more compre-
hensive representation of a particular referent without
conceptually reaching a point of termination. For in-
stance, the product of a modelling exercise associated
with what at first appears to be such a circumscribed

task as playing noughts-and-crosses resembles a lab-
oratory for generating OXO-like games rather than a
specific game-playing program (cf. [13]).

James’ reference to the ‘speechlessness’ of the sen-
sations that define ‘pure experience’ is consonant with
the use of artefacts for representation and communica-
tion in EM. The philosophical status of extra-linguistic
abstractions of this nature is controversial (cf. [22]).
There is a strong prejudice towards seeing reality as
mediated via language. For instance, all the themes
cited by Kvale in his essay on Themes of Postmoder-
nity, are familiar themes in EM but for one: “A focus
on the way societies use languages to construct their
own realities.” [33]. For the future, it will be helpful to
explore the potential for EM to fulfill the aspirations
towards speechless communication implicit in James’
account.

6 Conclusions

This paper has argued that there is an intimate
relationship between EM and the learning process.
Work at Warwick lends some support to this the-
sis. By its nature, EM invites justification through
practice and demonstration, and — contrary to any
impression of ‘argument by rhetoric’ that might be
given by this paper — the ideas developed here have
been shaped and motivated by practical experience.
The large number of imaginative student projects that
have been developed in connection with the Empirical
Modelling Project over the last few years indicates the
versatility and potential of EM. Experience with un-
dergraduate students who have been demotivated by
orthodox approaches to programming shows that --
when used in conjunction with appropriate documen-
tation and personal direction — EM can empower the
learner to experiment and explore.

As EM tools and methods mature, a broader
agenda for future work to explore the potential ben-
efits of EM as the basis of an educational technology
will become viable. One practical programme cur-
rently under consideration involves the distribution
to schools of ‘seed’ models that can potentially be-
come the focus for interaction, extension and refine-
ment through the exchange of model fragments and
agents. It is to be hoped that investment in these
models over a period of time will demonstrate that
they can evolve in an intelligible manner in response
to new insights, modified patterns of use and develop-
ments in technology, through contributions from many
participants in the education process. There are also
reasons to suppose that EM has good potential for use
in a CAL context.
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