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Matrix $\mathcal{L}$ has eigenvalues $0=\lambda_{1} \leq \ldots \leq \lambda_{n}$ with corresponding eigenvectors

$$
f_{1}, \ldots, f_{n} .
$$
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The heat kernel defines a semi-group, i.e.,

$$
\mathbf{H}_{t+s}=\mathbf{H}_{t} \cdot \mathbf{H}_{s}, \forall t, s \geq 0 \quad \text { and } \quad \lim _{t \rightarrow 0} \mathbf{H}_{t}=\mathbf{I}
$$
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## Graph Clustering

Applications in clustering:



## Graph Conductance

The conductance of a set $S$ is defined by

$$
\phi_{G}(S) \triangleq \frac{|E(S, V \backslash S)|}{d \cdot|S|} .
$$

## Graph Conductance

The conductance of a set $S$ is defined by

$$
\phi_{G}(S) \triangleq \frac{|E(S, V \backslash S)|}{d \cdot|S|} .
$$



$$
\phi_{G}(S)=\frac{2}{4 \cdot 6}=\frac{1}{12}
$$

## Graph Conductance

The conductance of a set $S$ is defined by

$$
\phi_{G}(S) \triangleq \frac{|E(S, V \backslash S)|}{d \cdot|S|} .
$$

The conductance of a graph $G$ is defined by

$$
\phi_{G} \triangleq \min _{S:|S| \leq|V| / 2} \phi_{G}(S) .
$$



$$
\phi_{G}(S)=\frac{2}{4 \cdot 6}=\frac{1}{12}
$$

## Graph Conductance

The conductance of a set $S$ is defined by

$$
\phi_{G}(S) \triangleq \frac{|E(S, V \backslash S)|}{d \cdot|S|} .
$$

The conductance of a graph $G$ is defined by

$$
\phi_{G} \triangleq \min _{S:|S| \leq|V| / 2} \phi_{G}(S) .
$$

Cheeger's Inequality

$$
\frac{\lambda_{2}}{2} \leq \phi_{G} \leq \sqrt{2 \lambda_{2}} .
$$



$$
\phi_{G}(S)=\frac{2}{4 \cdot 6}=\frac{1}{12}
$$

## $k$-Way Expansion

The $k$-way expansion constant is defined by

$$
\rho(k)=\min _{\text {partition } A_{1}, \ldots, A_{k}} \max _{1 \leq i \leq k} \phi_{G}\left(A_{i}\right) .
$$



## $k$-Way Expansion

The $k$-way expansion constant is defined by

$$
\rho(k)=\min _{\text {partition } A_{1}, \ldots, A_{k}} \max _{1 \leq i \leq k} \phi_{G}\left(A_{i}\right) .
$$



## $k$-Way Expansion

The $k$-way expansion constant is defined by

$$
\rho(k)=\min _{\text {partition } A_{1}, \ldots, A_{k}} \max _{1 \leq i \leq k} \phi_{G}\left(A_{i}\right) .
$$

Higher-Order Cheeger's Inequality

$$
\frac{\lambda_{k}}{2} \leq \rho(k) \leq O\left(k^{3}\right) \sqrt{\lambda_{k}} .
$$



A large gap between $\lambda_{k+1}$ and $\rho(k)$ implies that

- existence of a $k$-way partition with bounded $\rho(k)$.


## $k$-Way Expansion

The $k$-way expansion constant is defined by

$$
\rho(k)=\min _{\text {partition } A_{1}, \ldots, A_{k}} \max _{1 \leq i \leq k} \phi_{G}\left(A_{i}\right) .
$$

Higher-Order Cheeger's Inequality

$$
\frac{\lambda_{k}}{2} \leq \rho(k) \leq O\left(k^{3}\right) \sqrt{\lambda_{k}} .
$$



A large gap between $\lambda_{k+1}$ and $\rho(k)$ implies that

- existence of a $k$-way partition with bounded $\rho(k)$.
- any $(k+1)$-way partition contains a set with conductance at least $\lambda_{k+1} / 2$.


## $k$-Way Expansion

The $k$-way expansion constant is defined by

$$
\rho(k)=\min _{\text {partition } A_{1}, \ldots, A_{k}} \max _{1 \leq i \leq k} \phi_{G}\left(A_{i}\right) .
$$

Higher-Order Cheeger's Inequality

$$
\frac{\lambda_{k}}{2} \leq \rho(k) \leq O\left(k^{3}\right) \sqrt{\lambda_{k}}
$$



A large gap between $\lambda_{k+1}$ and $\rho(k)$ implies that

- existence of a $k$-way partition with bounded $\rho(k)$.
- any $(k+1)$-way partition contains a set with conductance at least $\lambda_{k+1} / 2$.
- Graph $G$ has exactly $k$ clusters.


## $k$-Way Expansion

The $k$-way expansion constant is defined by

$$
\rho(k)=\min _{\text {partition }}^{A_{1}, \ldots, A_{k}} \max _{1 \leq i \leq k} \phi_{G}\left(A_{i}\right) .
$$

Higher-Order Cheeger's Inequality

$$
\frac{\lambda_{k}}{2} \leq \rho(k) \leq O\left(k^{3}\right) \sqrt{\lambda_{k}}
$$



A large gap between $\lambda_{k+1}$ and $\rho(k)$ implies that

- existence of a $k$-way partition with bounded $\rho(k)$.
- any $(k+1)$-way partition contains a set with conductance at least $\lambda_{k+1} / 2$.
- Graph $G$ has exactly $k$ clusters.

The key parameter: $\Upsilon \triangleq \frac{\lambda_{k+1}}{\rho(k)}$.
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\left\|p^{(i)}-p^{(j)}\right\|^{2} \geq \frac{1}{k \min \left\{\left|S_{i}\right|,\left|S_{j}\right|\right\}}
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1. Obtain a set $C$ of candidate centres.

Algorithm

$$
\text { for } i=1 \text { to } K=\Theta(k \log k) \text { do }
$$

set $c_{i}=v$ with prob. proportional to $\|F(v)\|^{2}$.
return $C \triangleq\left\{c_{1}, \ldots, c_{K}\right\}$.

With const. prob., each $S_{i}$ has at least one vertex sampled.
2. Delete points in $C$ "close" to each other, until $|C|=k$.

With const. prob., each $S_{i}$ has exactly one vertex remaining in $C$.
3. The other $n-k$ vertices find their closest neighbours in $C$.
apply approximate nearest neighbour data structures.
Runtime is $O(n \cdot$ poly $\log n)$, even for a large value of $k$ !
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We can compute in $O\left(n d \cdot \log ^{10} n\right)$ time an embedding such that, with hight probability, it holds that

$$
(1-\varepsilon)\|F(u)-F(v)\|^{2} \leq\left\|\psi_{t}(u)-\psi_{t}(v)\right\|^{2} \leq\|F(u)-F(v)\|^{2} .
$$

## Proof Sketch

- Johnson-Lindenstrauss transformation
- Algorithm for approximating matrix exponential.
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$$

indeed behave differently among edges inside a cluster and edges crossing different clusters.

- This gives us the first linear-time algorithm for graph clustering.
- Our intuitions are from random walk theory, but our analysis is based on geometry.
- BUT, our analysis only holds when there is an eigengap.


## Beyond Graph Clustering

Could heat kernels be a general tool for designing fast algorithms?

## Revisit the Graph Expansion Problem

## Graph Expansion

Given a $d$-regular graph $G=(V, E)$ as input, find a set $S \subseteq V$ of size $|S| \leq n / 2$ of minimum conductance, i.e.,
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Improve the state-of-the-art algorithm by heat kernels?

## Grid Graphs

We define a family of graphs $\{G\}_{n}$ as follows:

- Every $G_{n}$ has $3 n$ vertices, which form a grid of size $\sqrt{n} \times 3 \sqrt{n}$.
- The weight of every edge in the middle row has weight $1 / \sqrt{n}$, and all the other edges have weight 1.
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What is the approximate ratio of this algorithm?
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