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a b s t r a c t

Depression is a complex phenomenon thought to be due to the interaction of biological,
psychological and social factors. Currently depression assessment uses self-reported
depressive symptoms but this is limited in the degree to which it can characterise the
different expressions of depression emerging from the complex causal pathways that are
thought to underlie depression. In this study, we aimed to represent the different patterns
of depressionwith pattern values unique to each individual, where each value combines all
the available information about an individual’s depression. We considered the depressed
individual as a subsystem of an open complex system, proposed Generalized Information
Entropy (GIE) to represent the general characteristics of information entropy of the system,
and then implemented Maximum Entropy Estimates to derive equations for depression
patterns. We also introduced a numerical simulation method to process the depression
related data obtained by the Diamond Cohort Study which has been underway in Australia
since 2005 involving 789 people. Unlike traditional assessment,we obtained a unique value
for each depressed individual which gives an overall assessment of the depression pattern.
Our work provides a novel way to visualise and quantitatively measure the depression
pattern of the depressed individual which could be used for pattern categorisation. This
may have potential for tailoring health interventions to depressed individuals to maximize
health benefit.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Depression is a common emotional disorder [1]. For example, in the U.S. depressive disorders affect approximately 18.8
million adults, or about 9.5% of the population age 18 and older, in a given year [2]. According to Australian Government
statistics, everyone will at some time in their life be affected by depression — their own or someone else’s [3]. The WHO
report on mental illness released in 2001 suggests that depression will be the second largest cause of disability burden after
heart disease by 2020 [1].

Depression remains a problem for primary care practice and research [4]. Studies over the past decade have consistently
found low rates of detection in primary care settings, where most depressed individuals go if they seek care [5]. Until
recently there has been little research evidence for how to identify those at risk of chronicity and relapse [6]. However,
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Nomenclature

x information set, each set contains n information
dx unit of the ensemble
J information flux
J averaged information flux
t time
f constraint
SJ information entropy
c integral constant in Eqs. (6)–(8)
x a piece of information

Greek symbols

ρ probability density
α constant in Eqs. (5)–(8)
β coefficient in Eqs. (5)–(8)
η constant in Eq. (8)
γ coefficient in Eq. (8)
σ coefficient in Eq. (10)
µ constant in Eq. (10)
Φ potential function
λ damping coefficient
ξ order parameter
ζ constant in Eq. (13)

Subscripts

i, j, k, l number to indicate the depressed individual
n total number of information of the depressed individual

a number of cohort studies [7–9] are now identifying such risk factors in order to develop evidence on how to tailor medical
interventions [10], with the aim of preventing chronicity and relapse.

In this paper we describe an exploratory study using an analysis technique from complexity science that has potential
to characterise patients individually and so eventually contribute to identifying which treatments are most likely to benefit
which patients. We conceptualise depression as a pattern of contributing characteristic factors for each individual at each
time point for which data is available. In this exploratory paper we describe analysis for a small number of cases of people
with depression. The next step would be to apply this analysis approach to a larger number of cases and link the pattern of
depression for each individual with appropriate outcomes. This may then pave the way to undertaking research to evaluate
interventions for depression where there is close matching and tailoring of interventions to each individual’s depression
pattern.

Complexity sciences has provided prospects of achieving the above aim [11], since depressed individuals can be
considered as complex systems adjusting, adapting and sometimes transforming with their environments [10]. Patterns
of a given system can be investigated by various simulation methods using nonlinear interactions among elements, such as
self-organized criticality (SOC), cellular automata (CA), agent-based models, swarm systems, etc. [12–14]. These methods
provide an understanding of the emergence of patterns by assuming rules of interaction. For some simple or well-studied
systems the assumptions are reasonable, but if we take depressed individuals as systems, it is much more difficult to set up
regular rules: as with all people, those living with depression are constantly interacting with their context and interacting
with other people. They are also changingwith their context over time— the things they have done or experienced influences
how they are themselves and their relationships with other people. Thus the pattern of the depressed individual emerges
through a dynamic play of interactions including feedback within the body as well as relationships with the physical and
social environment [15,16].

Given the difficulties of rule-based simulations, we examined data from depressed individuals, which included
assessments of their experiences, wellbeing and context that are known to be strongly related to depression andwhichmay
have a causative relationship in themselves or in combination. Using this data we aimed to identify patterns of depression
based on the data about each depressed individual. Assessments of depression currently in use mostly ask about depression
symptoms alone. Depressive symptoms are an important aspect of patterns of depression and treatment of symptoms can
be beneficial. However our aim was to describe patterns of depression based on a wider selection of associated factors. In
our study, since we are dealing with information rather than assumed rules, we used statistical analysis to develop a new
approach to depression pattern identification.
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2. Methods

2.1. Statistical modelling for depression pattern

From the perspective of complexity science, the individual is considered as a ‘‘case’’ in the sociological rather than the
medical sense, with health and illness as just one aspect of the individual [10]. Traditional epidemiology and clinical trials
use statistical approaches where there is typically an underlying assumption that the individual cases, in our example, the
people with depressive symptoms, are independent of one another [17]. This is a reasonable assumption to make for a great
deal of health related research even though it could be argued, for example, that there cannot be complete independence of
individuals if they live in the same locality or share the same cultural values.

We propose that depressed individuals can be considered as complex systems. Since we cannot isolate depressed
individuals from their sociocultural context, we can consider the individuals as subsystems of a larger system, capture
all the interactions, and then apply statistical analysis to integrate their information. This analysis approach assumes that
individuals living within a locality are not completely independent of each other.

What might the system in this study be like? It is not a closed system described by the law of thermodynamics, in which
there is no order or pattern existing when information entropy goes to the maximum. Classic dissipative systems using
the concept of negentropy, first introduced to conservative systems by Schrödinger to derive ordered patterns [18,19], still
separate the research objects from their environments by boundaries and utilize two information entropy terms to describe
the system. Thismakes it difficult to identify patterns in systems that havemore complex interactions. Therefore, the system
we need must be an open complex system connected to its environment by information flux which should reflect both
internal interactions and external connections of the system.

Suppose we have collected information related to depression from several people, and these people form, in some sense,
an open complex system. In the Diamond Cohort Study which we present here, the participants were recruited from 30
general practices in rural and urban areas of the State of Victoria, Australia. Although the individual cohort members are
unlikely to interact directly with each other, we suggest they can be assumed to be part of the same complex system as they
experience a similar geophysical environment, share similar social structures/organisations, economy and culture, have
access to the same broadcast media and access the same health care system. The complex system can be specified if these
people had direct interactions with each other but the system can also be generalized if there exist only indirect interactions
among them through living within the same State of Australia. The observed data of the depressed individual is represented
by the information set xk(xk1, xk2, . . . , xkn), where the subscript k indicates the depressed individual.

As in classical statistical mechanics [20], we consider that all possible information microstates of the system comprise of
a continuous range— an ensemble, and then dxk = dxk1dxk2 . . . dxkn is a unit of the ensemble. The probability for the state of
all units dx at time t is ρ(x, t)dx, here ρ(x, t) is the distribution function of the ensemble, which satisfies the normalization
condition


ρ(x, t)dx = 1 The parameter J combines all possible information microstates [21–23]:

J = η +


i

γixi +

ij

γijxixj +

ijk

γijkxixjxk +


ijkl

γijklxixjxkxl + · · · . (1)

Here η is a constant and γ are coefficients which vary with different interactions within or among xk. J is the information
flux existing within the unit dx at time t , the averaged flux function over all possible information microstates is then:

J =


ρ (x, t) J (x) dx. (2)

Here J̄ represents the general characteristics of information entropy of the system andwe call it the Generalized Information
Entropy (GIE).

Without boundaries, to fully define a system we need constraints. From the perspective of GIE, constraints f including
all kinds of conservations of the system can be generated by certain interactions among information sets x which can be
sufficiently transformed into one to four order momentum quadratures:

⟨xi⟩ = f1,

xixj


= f2,


xixjxk


= f3,


xixjxkxl


= f4. (3)

Normally constraints are expressed by many partial differential equations (PDEs) with temporal–spatial boundary
conditions. However for our system, the constraints are usually unmeasurable, for example people share the same culture;
in this scenario, how do we formulate the PDEs? Even if the system has measurable constraints, suppose these people are
neighbours and they have regular interactions with each other, given that the interactions are complex, then the PDEs will
be mainly nonlinear making numerical solutions difficult to find [23,24]. The treatments for constraints we use are also
different from the popular simulation methods mentioned above which set interaction rules to correspond with the non-
linear PDEs. Here we believe the constraints can be investigated from the information sets x — if these people share the
same culture or live in the same community they must have something in common, which is reflected by their information
set interactions.
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Given defined information entropy J and constraints, we can implementMaximum Entropy Estimates, or in other words,
use the Maximum Entropy Principle to derive equations for depression patterns, by this means depression patterns emerge
when the GIE of the whole system goes to a maximum:SJ = max J =


ρ (x, t) J (x) dx

⟨xi⟩ = f1,

xixj


= f2,


xixjxk


= f3,


xixjxkxl


= f4.

(4)

Eq. (4) is actually a self-organized optimization model, but unlike other rule-setting models (e.g. Generic Algorithm, Ant
Colony Optimization) the optimization here is based on the input information.

By using a Lagrange multiplier Eq. (4) yields:

J(ρ) + ρJ ′(ρ) − α −


i

βixi −

ij

βijxixj −

ijk

βijkxixjxk −


ijkl

βijklxixjxkxl − · · · = 0. (5)

Here α is a constant and β are coefficients which also reflect the interactions. Then:

J = α +


i

βixi +

ij

βijxixj +

ijk

βijkxixjxk +


ijkl

βijklxixjxkxl + · · · +
c
ρ

. (6)

Here c is an integral constant. Rearranging Eq. (6) gives:

ρ =
c

J − α −

i

βixi −

ij

βijxixj −

ijk

βijkxixjxk −

ijkl

βijklxixjxkxl − · · ·
. (7)

Substituting Eq. (1) for J in Eq. (7):

ρ =
c

η − α +

i

(γi − βi) xi +

ij


γij − βij


xixj +


ijk


γijk − βijk


xixjxk +


ijkl


γijkl − βijkl


xixjxkxl + · · ·

. (8)

We obtained the ensemble distribution function of the system. Using the power series for ex:

ex = 1 + x +
1
2!

x2 +
1
3!

x3 + · · · . (9)

We further obtained that the potential function of the system is as follows:

Φ(σ , x) = µ +


i

σixi +

ij

σijxixj +

ijk

σijkxixjxk +


ijkl

σijklxixjxkxl + · · · . (10)

The potential function regulates the asymptotic stabilization of the system. Since the system here is formed by the
individuals with certain depressive symptoms, Eq. (10) controls the characteristics of the depression patterns of depressed
individuals.

According to the connection of potential functions and dynamic evolutional equations, we deduced the stochastic
differential equations (SDEs) of depression pattern from Eq. (10) as:

∂xk/∂t = λkxk + Sk(x1, x2, . . . , xn) + Fk(t). (11)

Here the information entropy term Sk(x1, x2, . . . , xn) is from the non-linear interactions among information. If the
interactions are linear which means all information is independent, there will be no information entropy term and then
the equation is exactly the Langevin equation. Therefore, the SDEs deduced by our proposedmodellingmethodology are the
generalized Langevin equations,which are amodified formof the classical Langevin equations. They represent the dynamical
evolution of patterns in a system, and the stochastic force F(t), which also appears in the Langevin equations, often makes
the pattern jump from one state to another [25].

To derive a potential function related to patterns, we mortify Eq. (10) and diagonalize the constant in second order:

ξk =

n
i=1

akixki. (12)

Here α are coefficients directly related the information xki of the depressed individual and the logic chain between γ and
α is: γ ⇒ α. Since γ represents the possible information microstates and α information interactions, the logic chain we
obtain through statistical modelling sets up a bridge connecting microscopic dynamics and macroscopic characteristics
which ensure a more reliable way to identify patterns from observable information rather than assumed rules. And the
potential function then becomes:

Φ(λ, ξ) = ζ +


k

λkξ
2
k + · · · . (13)
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As the main parameter in the potential function, ξk is an order parameter defined in Synergetics by Haken [26] which
represents the emerged patterns of the system. From the transformation equation (12), it is clear that ξk is a combination
of an individual’s information related to depression. The value of ξk can therefore be interpreted as a depression pattern
value that combines within it the information that relates to depression for the individual, and the corresponding aki are the
weights or the contribution of information xki to his/her depression pattern. Thus, with n different kinds of information
related to depression in the observed data for each depressed individual in the complex system, individual k has an
information set xk(xk1, xk2, . . . , xkn) which determines the characteristics of the individual’s depression pattern; since we
know the weight aki of information variable xki by maximizing the GIE of the whole system, we can then characterize the
individual’s depression by the combination of information variable xki — the depression pattern value ξk.

The potential function equation (13) represents a physical picture of how the system reaches optimization when we
implement maximum entropy estimation based on GIE: when the system is in the process of information microstates
interacting or allocating information flux, two kinds of patterns will exist: (1) inactive patterns (λk < 0) which cannot
obtain enough information flux in the line of least resistance and will be eliminated in the optimization; (2) active patterns
(λk > 0)which can obtain sufficient information flux andmake the whole system trend towards the optimization state and
will survive and emerge.

2.2. Simulation algorithms

Self-Organized Feature Maps (SOMs), a kind of artificial neural network (ANN), are an unsupervised learningmechanism
dependent on non-linear interactions among neurons competing for activation and a ‘‘winner-take-all’’ strategy: only the
neuronwith the highest activation stays active while all other neurons shut down, with other variations allowingmore than
one neuron to be active also existing. The computational principles of SOMs and the maximum entropy estimate based on
GIE are completely equivalent, introducing non-linear connections and optimization to the complex system. Therefore a
SOM is an ideal simulation algorithm to analyse depression patterns quantitatively.

In detail, we take the pre-treated information set xk(xk1, xk2, . . . , xkn) of the depressed individual k as input to a SOM
network. At the beginning, the SOM network has a group of arbitrary numbers xri (or random connection weights wij among
artificial neurons, wherewij is equivalent to the connection among information xi represented by aki in Eq. (5)) as the original
random state of information xi. In order to implement the optimization, the SOM network calculates the mean Euclidean
distance d between xi and xri , the smallest distance is the victorious state with corresponding connection weight wij. SOM
networks use positive feedback to adjust xri and repeat this process which is called ‘‘training’’. Training, usually several
hundreds of steps when the whole network tends towards stability, results in a final set of connection weights wij that
reflect the contribution of information xi to the emerged depression pattern of the depressed individual.

2.3. Data source

The data used is the cleaned data from the Diamond Cohort Study, a large longitudinal study approved by The University
of Melbourne’s Human Research Ethics Committee, conducted in Victoria Australia, which commenced in 2005. Fig. 1
summarises the data collection process: (1) 30 general practices (GPs) in Victoria were recruited from a randomly selected
list of 200 GPs provided by the Health Insurance Commission. GPs were eligible to participate if they had seen at least 600
individuals aged 18–75 years in the previous year; were able to generate a computerised list of the details of these people;
agreed to complete a survey; and were the only GP in their practice to take part in the study. (2) Practice staff supported by
research assistants searched the GP’s computerized records to randomly sample 600 eligible individuals from each of the
30 GPs. In total almost 18,000 individuals were sent a screening survey. Individuals were eligible for the screening survey
if they: were able to read English; were not terminally ill; were aged 18–75 years; and did not reside in a nursing home.
(3) 7667 individuals (43%) returned a completed screening survey. 789 individuals with ‘probable clinical depression’ who
declared an interest in hearingmore about the study andhadprovided their first name and telephonenumberwere recruited
into the cohort. (4) Cohort participantswere then required to complete a baseline postal survey and follow-up postal surveys
were sent at 3, 6, 9 and 12 months. Computer-assisted telephone interviews were undertaken with participants at baseline
and 12 months. A full description of data collection is detailed elsewhere [9,27].

2.4. Data selection and pre-treatment

Based on our proposed model, the more exhaustive the information available for the depressed individual, the more
accurately the patterns will be identified. However, in practice we cannot collect complete information about a system.
For example, a questionnaire cannot cover all aspects of the participant, their life and context. However comprehensive a
questionnaire aims to be, participants do not answer all the questions.We suggest that for our objective, to identify patterns
of depression and how they change over time, it might only be necessary to have information about each individual that
is known to be important in relation to depression. From the variables collected as part of the Diamond Cohort study, we
selected 14 factors known to be strongly related to depression [6,7] as the information set x, shown in Table 1. Some variables
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30 randomly selected
Victorian GPs recruited GP Recruitment
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for depression

telephone
interview
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12 month
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survey

telephone
interview

3 month 6 month

12-month follow-up

cohort
people recruited into

789 “probably depressed”

Baseline

Fig. 1. Flow chart of the collection of depression related data in the Diamond Cohort.

were used as collected from participants, e.g. ‘‘employment status’’, but others were formed by combining a number of
variables, e.g. the value of ‘‘total exercise’’ is the sum of ‘‘vigorous exercise’’ and ‘‘moderate exercise’’.

In order to ensure the final depression pattern values consistently quantified the state of depression, we reversed the
values of some variables so a higher value of the variable always contributed to increasing the likelihood of depression. For
example, in the original data for ‘‘social relationship’’ 100 represented a person with excellent social relationship so this
was reversed so that 100 meant this person had no social relationships at all. Also as a requirement for neural network
simulation, we rescaled all the data to the interval [0, 1].

3. Analysis

Technically by using the methodology described above we can identify the pattern of every depressed person involved
in the Cohort since all the participants form a large complex system. In this paper, we present exploratory analysis of
information about 28 individuals from the cohort. These individuals were chosen for this exploratory analysis as based
on amixedmethods longitudinal analysis concurrently underway these cases were known to have a diversity of depression
trajectories over one year.

3.1. Numerical simulation of different systems

By utilizing the baseline data of the chosen 28 depressed individuals we formed a small complex system to identify their
depression patterns. Since we chose 14 variables according to Eq. (5) and normalised them into the range of [0, 1], the value
of ξk in this study ranges from0 to 14with a higher value indicating amore severe state of depression.We then implemented
our proposed simulation algorithms using SOMs by choosing a network of 4 × 7 and 500 training steps.

After numerical simulation,we obtained an evolutionary figure to showhow ξk values change in the SOM training process
and a set of connection weights wij of variables for the depressed individual. We averaged the last 100 stable wij values
as the contribution of information xi to the emerged depression pattern represented by aki in Eq. (5). Since every set of
connection weights can be used to identify a unique pattern for the depressed individual, we called this identified pattern
the ‘‘depression fingerprint’’ of the depressed individual.
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Table 1
14 major factors highly related to depression.

Variables number* Variables name Score range and meaning Whether reversed

1 Employ status

[1, 3]

No1 = ‘‘Employed/student’’
2 = ‘‘Not employed/not in paid employment’’
3 = ‘‘Unable to work’’

2 Live alone status
[0, 1]

No0 = ‘‘No’’
1 = ‘‘Yes’’

3a Income management

[1, 5]

No

1 = ‘‘Easily’’
2 = ‘‘Not to bad’’
3 = ‘‘Difficult some of the time’’
4 = ‘‘Difficult all of the time’’
5 = ‘‘Impossible’’

3b Money meets needs

[1, 5]

Yes

1 = ‘‘Not at all’’
2 = ‘‘Slightly’’
3 = ‘‘Somewhat’’
4 = ‘‘To a great extent’’
5 = ‘‘Completely’’

4 Environmental score
[0, 100]

Yes0 = ‘‘very poor environmental status’’
100 = ‘‘excellent environmental status’’

5 Social relationship
[0, 100]

Yes0 = ‘‘no social relationship at all’’
100 = ‘‘excellent social relationship’’

6 Psychological score
[0, 100]

Yes0 = ‘‘very poor psychological status’’
100 = ‘‘excellent psychological status’’

7 Physical score
[0, 100]

Yes0 = ‘‘very poor physical status’’
100 = ‘‘excellent physical status’’

8a Somatic symptoms
[0, 30]

Yes0 = ‘‘no somatic symptoms at all’’
30 = ‘‘having all the measured somatic symptoms’’

8b Absent days because of physical problems
[0, 273.75]

No0 = ‘‘no absent day at all’’
273.75 = ‘‘be absent everyday in a period of 9 months’’

9 Total exercise
[0, 10]

Yes0 = ‘‘no exercise at all’’
10 = ‘‘doing exercise every day’’

10 Community participation

[0, 90] (Baseline survey)

Yes[0, 70] (Follow-up surveys)
0 = ‘‘no community participation at all’’
90 or 70 = ‘‘having community participation very often’’

11 Recent life positive impacts

[0, 13] (Baseline survey)

Yes[0, 18] (Follow-up surveys)
0 = ‘‘no positive impacts at all’’
13 or 18 = ‘‘had every measured positive impacts’’

12 Recent life negative impacts

[0, 13] (Baseline survey)

No[0, 18] (Follow-up surveys)
0 = ‘‘no negative impacts at all’’
13 or 18 = ‘‘had every measured negative impacts’’

13 Total childhood sexual abuse
[0, 3]

No0 = ‘‘no childhood sexual abuse history’’
3 = ‘‘had childhood sexual abuse more than twice’’

14 Total childhood physical abuse
[0, 6]

No0 = ‘‘no childhood physical abuse history’’
3 = ‘‘had childhood physical abuse more than 5 times’’

* These numbers 1–14 are used in Figs. 3 and 4 representing the same variables.
a The variable was used in the numerical simulations of temporal changes of depression fingerprint.
b The variable was used in the numerical simulations of temporal changes of depression pattern.

Furthermore, from Eq. (11) we know that the shapes of ‘‘depression fingerprint’’ of the depressed individual will change
over time. Thus if we consider the depressed individual as one temporal complex system then we can utilize his/her data
at different time points to analyse the changes of his/her depression pattern over time. Here for every depressed person we
had 5 time points: baseline, 3 month, 6 month, 9 month and 12 month.
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Table 2
Depression pattern values of the depressed individual at baseline and standard deviations
(SD) with CES-D score in the ascending order.

Study id Depression pattern value (range 0–14) SD CES-D score (range 0–60)

9 026 2.16 0.06 1
8155 1.98 0.05 2
8274 2.34 0.10 3

16237 3.41 0.30 5
21178 2.53 0.07 8
11055 4.14 0.14 9
30026 4.04 0.13 11
11067 4.84 0.12 15
13056 4.36 0.18 15
23092 2.98 0.11 15
15135 2.78 0.09 20
8096 3.53 0.16 21
6087 2.94 0.17 23
4108 2.62 0.12 26

26041 5.17 0.15 26
11118 4.09 0.20 27
20038 4.80 0.12 28
22074 4.10 0.13 30
6057 4.71 0.14 31

11088 5.73 0.24 32
4020 5.47 0.24 36
8286 7.46 0.33 39
3062 4.90 0.13 42

32125 5.48 0.28 45
18238 5.98 0.23 47
26087 3.61 0.16 47
7171 5.45 0.15 54
8051 7.05 0.33 54

3.2. Comparison with traditional methods

The 20-item Centre for Epidemiologic Studies Depression Scale (CES-D) is a common measurement of depressive
symptoms used in the community, and scores range from 0 to 60 with high scores indicating higher depressive
symptoms [28]. We averaged the last 100 steady ξk values as the depression pattern value of the depressed individual and
compared this to his/her CES-D score (see Table 2). The standard deviation (SD) of ξk is also provided to show the stabilities
of the emerged patterns.

4. Results

4.1. Depression pattern features in baseline

It can be seen in Fig. 2 that after several steps the ξk values gradually approach an attractor and remainwithin a relatively
narrow range. Since ξk is the order parameter in the system, Fig. 2 also presents a precise picture of how the depression
pattern of the depressed individual emerges through information interactions and gives a visual view of pattern formation
dynamics.

Unlike the CES-D score, the depression pattern value is a unique value for each depressed individual in the system
and gives an overall assessment of the pattern. This depression pattern value could be used for pattern categorization. For
example, the individuals labelled as study id 7171 and study id 8051 have the same CES-D score 54, suggesting a similar
level of depressive symptoms and as such theymay be treatedmedically in the samemanner, while their depression pattern
values of 5.45 and 7.05 respectively suggests that they probably have very different depression experiences which may
require quite different treatment approaches. Conversely, study id 4020with depression pattern value 5.47may be classified
as similar to the case with study id 7171 (depression pattern value 5.45) although their CES-D scores differ by 18 points.

In Fig. 3 we show four depression fingerprints. The solid areas in the circles indicate dysfunction, so the greater the size
of the solid area the more dysfunction, the smaller the solid area the less dysfunction. The fingerprints in Fig. 3(A) and (D)
are for individuals with a similar CES-D score (id 4020: 36 and id 8286: 39) yet the depression pattern value is different
(5.47 and 7.46 respectively). The difference in pattern is also clear on viewing the fingerprints. Similarly in Fig. 3(B) and
(C), the individuals have the same CES-D score (54) but different pattern values (id 7171: 5.45 and id 8051: 7.05). Again
the difference in depression pattern is clear on viewing the fingerprint. The shape of the fingerprint represents the factors
contributing to the depression that were included in the analysis. In Fig. 3(B) and (C) for example: for study id 7171, social
factors (living alone, poor social relationships, lack of community participation), physical factors (poor physical status, lack
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Fig. 2. How ξk value changes in the SOM training process.

of exercise) and financial problems (poor income management) are major contributors. For study id 8051 childhood abuse
and poor environmental status are prominent.

4.2. Temporal changes of depression patterns

Fig. 4 shows the temporal changes of depression pattern for depressed individuals together with values comparing with
corresponding CES-D scores over 5 different time points. The trend of temporal depression value is similar to the one of
CES-D score but with less fluctuation.

5. Discussion

5.1. Practical application of depression pattern values

There is ongoing controversy and debate about using symptom-based diagnostic criteria for depression without taking
into account how the individual functions day to day, or other factors whichmay be associatedwith a poor outcome [17,29].
Clinicians usually diagnose depression based on symptoms often supported by a patient-completed questionnaire about
symptoms such as the PHQ-9, HADS or the BDI-II [30–33]. Rather than focusing on symptoms we devised a modelling
methodology to draw together multiple types of information related to factors strongly associated with increased risk
of depression, and which may have causative influence, including functional measures, perceived health status, social
measures and risk factors. We introduced a novel way to identify a depression pattern by calculating depression pattern
values ξk and weights aki that represents the importance of a certain factor related to depression. We were also able to
demonstrate that the depression pattern values obtained varied over time even though some of the variables as measured
are unchanging (e.g. having had the experience of childhood abuse). If the data were available, a measure of the impact of
the childhood experiencemight provide a variablemore sensitive to change. It is arguable whether the 14 variables we used
here are sufficient to identify depression patterns with utility for clinical practice. However, these variables were selected
to represent a biopsychosocial and functional model of depression causation. There is some evidence that the depression
pattern values changed over time with a similar trend to the of CES-D scores. As would be expected, the depression value
that includes multiple factors, some of which do not change or change slowly, fluctuates differently to symptoms.

5.2. Practical application of ‘‘depression fingerprint’’ and the temporal changes

Assessing patients as individuals is part of the traditional art of doctoring [34], and patients often want advice that is
individually tailored [35]. Our analytical approach suggests that it is possible to identify for each depressed person within a
particular complex system (for example, the community of the State of Victoria, Australia), a unique ‘‘depression fingerprint’’.
The ‘‘depression fingerprint’’ provides both a numerical score and a visual pattern. The fingerprint could potentially be used
to tailor interventions to the fingerprint pattern and track change over time for individuals. In research this analysis method
may have potential for identifying subgroups of depression.
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Fig. 3. Four depression fingerprints of depressed individuals (in every fingerprint, the numbers 1–14 stand for the 14 variables in Table 1, numbers (all
less than 1) are the stable values of connection weights wij of variables, and solid area in every fingerprint shows dysfunction the depressed individual).
(A) Depression fingerprint for study id 4020. (B) Depression fingerprint for study id 7171. (C) Depression fingerprint for study id 8051. (D) Depression
fingerprint for study id 8286.

5.3. Future research

The results presented in this paper are only preliminary; however the methodology proposed here has shown promise
and has clinical relevance. Future research is needed to test the potential for this approach to analysis including analysis of
information from large numbers of individuals, evaluation of the temporal changes of depression patterns, and relating the
depression patterns to depression outcomes.

6. Conclusions

As a common emotional disorder, depression remains a problem for primary care both in practice and research.
Considering different interventions might be appropriate for different types of depression, so it is important to develop
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Fig. 4. The temporal changes of depression pattern for depressed individuals together with values comparing with corresponding CES-D scores over
5 different time points (the subplot figures in each figure are the shapes of depression patterns of the depressed person). (A) The temporal changes of
depression pattern of study id 4020. (B) The temporal changes of depression pattern of study id 7171. (C) The temporal changes of depression pattern of
study id 8051.

evidence on whether an intervention is appropriate to a certain type of depression. In this paper we aimed to identify
depression patterns by utilizing the data of depressed individuals about how they functioned and related to their context.

This paper suggests that the depressed individual can be considered as subsystems of an open complex system. This
complex system is connected with its environment by its information flux which describes the status of the system both
internally and externally to the environment. By averaging the information flux function over all possible information
microstates, the Generalized Information Entropy has been defined. By implementing Maximum-Entropy Estimation (used
the Maximum Entropy Principle) to derive equations for depression patterns and the stochastic differential equations we
deduced what we believed to be a modified form of the classical Langevin equations. Based on the proposed model, we also
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Fig. 4. (continued)

developed a numerical simulationmethod using Self-Organized FeatureMaps (SOMs) to process the depression related data
obtained by the Diamond Cohort Study.

Our work devised a modelling methodology to integrate the depression information of depressed individuals and
introduced a novel way to identify individual depression patterns by calculating depression pattern values and the weights
which represent the importance of a certain factor related to depression. We also developed a visual method to show a
unique ‘‘depression fingerprint’’ of the depressed individual and temporal changes of depression patternwhichmay provide
practical applications for tailoring medical interventions for individuals with depression.
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