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ABSTRACT

Context. Propagating disturbances of the EUV emission intensity are commonly observed over a variety of coronal structures.
Parameters of these disturbances, particularly the observed apparent (image-plane projected) propagation speed, are important tools
for MHD coronal seismology.

Aims. We design and test tools to reliably measure the apparent phase speed of propagating disturbances in imaging data sets.
Methods. We designed cross-fitting technique (CFT), 2D coupled fitting (DCF) and best similarity match (BSM) to measure the
apparent phase speed of propagating EUV disturbances in the running differences of time-distance plots (R) and background-removed
and normalised time-distance plots (D).

Results. The methods were applied to the analysis of quasi-periodic EUV disturbances propagating at a coronal fan-structure of active
region NOAA11330 on 27 Oct. 2011, observed with the Atmospheric Imaging Assembly (AIA) on SDO in the 171 A bandpass. The
noise propagation in the AIA image processing was estimated, resulting in the preliminary estimation of the uncertainties in the AIA
image flux. This information was used in measuring the apparent phase speed of the propagating disturbances with the CFT, DCF and
BSM methods, which gave consistent results. The average projected speed is measured at 47.6 + 0.6kms™' and 49.0 + 0.7kms~!
for R and D, with the corresponding periods at 179.7 + 0.2s and 179.7 + 0.3 s, respectively. We analysed the effects of the lag time
and the detrending time in the running difference processing and the background-removed plot, on the measurement of the speed, and
found that they are fairly weak.

Conclusions. The CFT, DCF and BSM methods are found to be reliable techniques for measuring the apparent (projected) phase
speed. The samples of larger effective spatial length are more suitable for these methods. Time-distance plots with background re-
moval and normalisation allow for more robust measurements, with little effect of the choice of the detrending time. Cross-fitting
technique provides reliable measurements on good samples (e.g. samples with large effective detection length and recurring features).
2D coupled-fitting is found to be sensitive to the initial guess for parameters of the 2D fitting function. Thus DCF is only optimised
in measuring one of the parameters (the phase speed in our application), while the period is poorly measured. Best similarity measure
is robust for all types of samples and very tolerant to image pre-processing and regularisation (smoothing).
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1. Introduction

Propagating extreme ultraviolet (EUV) intensity disturbances
were discovered in the solar polar plumes (Deforest & Gurman
1998) and coronal loops (Berghmans & Clette 1999) with the
Extreme ultraviolet Imaging Telescope (EIT) onboard SOlar
and Heliospheric Observatory (SOHO). The follow-up stud-
ies (e.g. Ofman et al. 1999; De Moortel et al. 2000, 2002b,a;
Robbrecht et al. 2001; King et al. 2003; Marsh et al. 2003;
De Moortel 2009) were carried out with or in combination
with the Transition Region and Coronal Explorer (TRACE, see
Handy et al. 1999), which observed a part of the Sun with a bet-
ter resolution, 0.5 arcsec/pixel in contrast to the 2.6 arcsec/pixel
of SOHO/EIT. The propagating speeds, observed as the ap-
parent speed projected to the image plane perpendicular to
the line-of-sight (LOS) of the imagers, were normally found
to be lower than the local sound speed (which can be esti-
mated as ~152+T[MK] ~ 150-260kms~" for the tempera-
ture 7 from 1 MK to 3 MK). A stereoscopic observation with
the Extreme Ultraviolet Imager (EUVI, A and B) on Solar
TErrestrial RElations Observatory (STEREO) revealed that the
phase speed was well consistent with the sound speed inferred

Article published by EDP Sciences

from the temperature measure (Marsh et al. 2009). The prop-
agating EUV disturbances are usually interpreted as propa-
gating slow magnetoacoustic waves (Nakariakov et al. 2000;
De Moortel 2006; Verwichte et al. 2010). Its wave nature was ad-
ditionally confirmed by joint observations of intensity (density)
and Doppler shift (velocity) oscillations with the EUV Imaging
Spectrometer (EIS) on Hinode (Wang et al. 2009a,b; Mariska &
Muglach 2010).

The amplitude of propagating EUV disturbances is normally
found to be ~1-10% of the background intensity (De Moortel
et al. 2002b). The low-amplitude disturbances were found to be
satisfactorily modelled in the linear approximation (Nakariakov
et al. 2000). The amplitude is observed to damp very quickly,
typically within 2.9-23.3 Mm (1-2 visible wave fronts) along
the wave path (De Moortel et al. 2002b). Thermal conduction
appears to be the dominant damping mechanism (De Moortel &
Hood 2003; Ofman & Wang 2002; Klimchuk et al. 2004). The
energy flux carried by the EUV propagating disturbances was
estimated to be far too insufficient to contribute significantly to
coronal heating (Ofman et al. 2000; De Moortel et al. 2002b).

Propagating EUV disturbances are usually quasi-mono-
chromatic withthe periods categorised intotwo classes: the
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short period (~3—5min, see De Moortel et al. 2000, 2002b,a;
De Moortel 2009; King et al. 2003; Marsh et al. 2003; Wang
et al. 2009a) and long period (~10-30min, see Berghmans &
Clette 1999; MclIntosh et al. 2008; Marsh et al. 2009; Wang et al.
2009b; Yuan et al. 2011). De Moortel et al. (2002b) found statis-
tically that the 3-min oscillations are more likely to be detected
above sunspot regions, while the 5-min oscillations are usually
found off the sunspots (e.g. above the plage region). This feature
suggests the likely association of the coronal propagating dis-
turbances with chromospheric 3-min oscillations and the photo-
spheric 5-min oscillations, respectively. Chromospheric 3-min
oscillations were found to leak from sunspot umbrae to the
corona (Shibasaki 2001; Sych et al. 2009; Botha et al. 2011).
Photospheric 5-min oscillations in plage regions are apt to be
wave-guided to the corona by inclined magnetic field lines (Bel
& Leroy 1977), and could be associated with the leakage of
global p-modes from the photosphere (De Pontieu et al. 2005).
Long-period oscillations are detected often in the corona as well,
but the possible source remains poorly understood (see discus-
sions in Yuan et al. 2011).

There are also observations of cases with multiple peri-
ods (Mariska & Muglach 2010; Wang et al. 2009b). Wang
et al. (2009b) detected two harmonics in 12 and 25 min with
EIS/Hinode and found that the detection length (70—90 Mm)
of the long-period oscillations are much longer than previous
TRACE studies (e.g. De Moortel et al. 2002b). This result is in
agreement with the period-dependency of the damping length of
slow magnetoacoustic wave decaying due to thermal conduction
mechanism.

The apparent phase speed was measured at tens to hundreds
of kms™! (De Moortel et al. 2002b; De Moortel 2009). The
spread of the measured speeds is usually attributed to the vari-
ation of the angle between the propagating direction and im-
age plane in different cases. Robbrecht et al. (2001) reported
that the phase speeds of propagating disturbances measured in
TRACE 171 A (1 MK) are normally lower than those measured
in EIT 195 A (1.6 MK). The temperature-dependence of the
phase speed was recently found in polar plumes and the inter-
plume medium with AIA (Krishna Prasad et al. 2011). In some
cases, acceleration of the disturbances was detected at larger
heights (typically above ~20 Mm, see Banerjee et al. 2011, for a
review).

Although joint imaging and spectroscopic investigations re-
vealed that in the coronal propagating disturbances the Doppler
shift is in phase with the intensity variations (Wang et al.
2009a,b; Mariska & Muglach 2010) (which is consistent with the
slow magnetoacoustic wave theory, see Nakariakov et al. 2000;
Tsiklauri & Nakariakov 2001), in recent studies, the observed
blue-wing asymmetry in the emission spectral lines at the foot-
points of coronal fan structure was interpreted in terms of peri-
odic upflows (e.g. Doschek et al. 2007, 2008; Sakao et al. 2007,
Del Zanna 2008; Harra et al. 2008; Hara et al. 2008; De Pontieu
& Mclntosh 2010; Tian et al. 2011a,b; Martinez-Sykora et al.
2011). A single Gaussian fit to the spectral lines suggest that
the flow speed is about ~10 km s~!, much less than the observed
apparent speed of propagating disturbances. Tian et al. (2011b)
implemented a guided double-Gaussian fit to the spectral lines
and found that the emission-line width could be associated with
two components. The secondary component contributes a few
percent of the total emission, its blueward asymmetry is associ-
ated with flows of speed of 50~150 km s~!. The faint secondary
component modulates the peak intensity, line centroid and line
width quasi-periodically, therefore propagating disturbances can
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be observed consistently (De Pontieu & MclIntosh 2010; Tian
et al. 2011b). A similarity was reported between the spatial dis-
tribution of flow speed observed with Hinode/EIS and the tem-
poral distribution of the speed of propagating disturbances ob-
served with SDO/AIA (Tian et al. 2011b). On the other hand,
the blue-wing asymmetry was found to be an intrinsic feature
of upward propagating slow magnetoacoustic waves (Verwichte
et al. 2010).

The typical method for studying coronal propagating dis-
turbances is the so-called time-distance plot. In each image, a
cut is taken following the direction of propagation, F(x;, y;, t),
where x; and y; are the image pixel coordinates, f is the time
frame index. The time-distance array C(s,,, ), where s, is the
index along the cut, is made by stacking the cuts in order of
time. Propagating disturbances of the emission intensity are fea-
tured by diagonal ridges in the plot of the time-distance array
(a time-distance plot). The visibility of the ridges is normally
fairly poor, since EUV disturbances are weak, normally $10%
of the background intensity, and of the same order of magnitude
with the data noise. A simple and well-implemented technique,
the running difference, can be applied to a time-distance plot to
enhance the contrast (visibility) of the propagating disturbances.
The running difference is obtained by subtracting from the cut
C(sp, t) the value of another cut C(s,,, f;_;) taken in the /th im-
age ahead of the current one R(s,,, %) = C(Sp, tx) — C(Sp, ti—i).
The slope of the ridges in the running distances relative to the
time axis is the apparent (projected) phase speed of the prop-
agating disturbances. Another way to enhance the visibility is
to remove the quasi-static background from the image, and nor-
malise the residue with it. The background can be obtained by
temporal averaging

N/2-1

B(sp 1) = ) Clsms tin)/N,

h=—N/2

where N is the number of time frames. Thus, a time-distance
array with background-removal and normalisation is obtained by
D(sp, tx) = [C(sms ) — B(Sm, tx)]/B(sm, ty). We refer generally
hereafter to the enhanced time-distance plot X(s,,, ;) as either
the time-distance array made by the running difference R(sy,, ;)
or the background-subtracted and normalised array D(s,,, tx).

Although a number of measurements were made on the
phase speed (see De Moortel et al. 2002b,a; De Moortel 2009),
no method was designed to quantify and standardise the mea-
surement, to remove human-based bias and to make the mea-
surements consistently comparable. The aim of this paper is to
design rigorous methods for measuring the apparent phase speed
of propagating disturbances in coronal imaging data, and com-
pare their performance by the analysis of coronal propagating
disturbances observed with AIA.

We describe the data pre-processing and the observation
dataset in Sect. 2; the image flux error analysis is given in Sect. 3;
the methods for phase speed measurement are detailed in Sect. 4;
the results are summarised in Sect. 5; the conclusion is made in
Sect. 6.

2. Dataset
2.1. Instrument

The Atmospheric Imaging Assembly (AIA, Lemen et al. 2011)
onboard the Solar Dynamics Observatory provides continuous
observations of the Sun since 2010 March 29. It images the
full solar disk with 4k x 4k detectors with a resolution of
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Fig. 1. a) AIA 171 A image of active region NOAA 11330 observed on
27 Oct. 2011 at 04:30:01 UT is shown with the flux on the logarithmic
scale. A cut that was taken to make the time-distance plot is indicated
with a black bar. b) The running difference R, of the time-distance plot
started at 04:30:01 UT. R, is the first half of R, to the left of the white
dashed line. It covers about 10 cycles of the propagating features. Panel
¢) shows the background-subtracted time-distance plot D;. The first half
of D; on the left of the white dashed line is D,.

0.6 arcsec/pixel. A short cadence time (~12s) can be sustained
during most of its mission. The Sun is imaged in 10 different
narrow-band channels, seven of which are in EUV bandpasses:
Fe xvin (94 A), Fe v, xx1 (131 A), Fex (171 10\), Fe xm1, xx1v
(193 A), Fexiv (211 A), Hen (304 A), Fexvi (335 A). The
observed temperature in EUV bands ranges from ~0.6 MK to
~16 MK, and which covers the upper transition region, quiet
corona, active-region corona, and flaring regions quite well.

The AIA data are stored in the level O format, as the raw tele-
metric data compressed with the Rice algorithm. The level 1 data
are obtained from level O (Lemen et al. 2011). In level 1 data, the
digital offset of the camera, CCD readout noise and dark current
are removed, a flat-field correction is applied, then the permanent
bad pixels, much less than 0.1%, are detected and replaced with
interpolated values from neighbouring pixels. The spikes due to
energetic particles are removed with the algorithm adopted from
the TRACE (Handy et al. 1999) program.

We useed level 1.5 data prepared with the subroutine
aia_prep.pro (Version 4.11, status 2011-06-14) of SolarSoft.
The images were normalised to their exposure time. A small
residual roll angle between the four AIA telescopes was removed
from the images. The plate scale size of the AIA images was ad-
justed to exactly 0.6 arcsec/pixel. Boresighting was co-aligned
by adjusting the secondary mirror offset on-orbit, and the resid-
ual differences were removed by interpolating the images onto
a pixel coordinate aligned with the solar centre (Lemen et al.
2011).

2.2. Observations

We used the observation dataset over a very quiescent active re-
gion (NOAA 11330) in the 171 A bandpass at 04:00—08:00 UT
on 27 Oct. 2011. No flare occurred during the observation time
interval that the active region was gradually approaching the
centre of the solar disk. The leading eastern part of the active
region formed a fan-like feature (see Fig. 1a) that consisted of
both closed and open plasma structures. Continuous propagating
EUV disturbances were observed following the fan-like feature.

A four-hour dataset was downloaded as a cutout data of
level 1 and prepared into level 1.5 as described in Sect. 2.1. A
typical image is displayed in Fig. 1. The cadence time was very
uniform, 12.000 + 0.006 s, the exposure time was 1.9996052 +
0.0000038 s, the total number of images in 171 A was 1200. We
truncated the size of the dataset into an array F(x;,y;, &), a set

of 1200 images of 100 x 100 pixels, so that the fan-like struc-
ture becomes the only prominent morphological feature in the
images. The images were corrected for the solar differential ro-
tation and further co-aligned with the offsets calculated by 2D
cross-correlation. The morphology of the images did not change
much during the observations, either geometrically (shape) or
photometrically (intensity), so the co-alignment reached a fairly
good accuracy of sub-pixel.

Propagating EUV disturbances are visible along most of the
strands in the fan that extends from the footpoint. We took a
cut (41 pixels, ~17.7 Mm) in every image starting from the foot
point and following the coronal structure extended from the west
to the east (see Fig. 1). The intensity of each pixel in each image
was averaged over three pixels in the vertical direction. The run-
ning difference was made with R(s,, tx) = C(sp, tx) — C(Sy, tr—9)
(Thag = tx — tieo = 9 X 12 = 108s). The running difference
plot is shown in Fig. 1b. The background-subtracted normalised
time-distance plot D(s,,, fx) was obtained by estimating the back-
ground with N = 50 smoothing (T4ey = 50 X 12 = 10 min) and
is illustrated in Fig. 1c. The propagating EUV disturbances are
featured by the repeating diagonal ridges in the time-distance
plot (~10 cycles during a 30-min observation). The EUV distur-
bances are gradually damped with height (or are buried in noise)
after ~17.7 Mm along the slit. The gradient of the ridges relative
to the time axis is the phase speed of EUV disturbances, pro-
jected to the image plane perpendicular to the LOS. The typical
observables and physical parameters of the propagating distur-
bances are summarised in Table 1.

We measured the average apparent speed in the enhanced
time-distance plot X(s,,, #;) with either a full (41 pixels, both the
prominent part and relatively noisier part) set of pixels or its
lower half (20 pixels, only the prominent part), see Fig. 1b. We
prepared the enhanced time-distance plots of two sizes 41 x 150
and 20 x 150 pixels (referred to hereafter as R; and R;, conse-
quently, and R for running difference, either R; or R,; Dy, D, and
D are their analogues taken from the background-subtracted and
normalised time-distance plot). R, (D>) is the first half of R; (Dy)
between 0 and 8.6 Mm along the slit, see Fig. 1a. The quality of
X(sm, ty) s quantified by two parameters: the amplitude ratio of
the propagating waves and the data noise (Ay) / {(A,), and the
amplitude ratio of the propagating waves and the background
intensity (Ayw) / (Ap). The amplitude is defined as the root mean
square (rms),

m=Ng k=N,
* A2 (S, 1)

(Ae) = (Aa(Simy 11)) = N.xN.’

ey

—_

k=1

m=

where a is w, n or b for the wave, noise and background am-
plitude, respectively. s,, and #; are the indices along the s and
t axes, respectively. Ny and N, are the total numbers of pixels
along the axes. Ny = 41 or 20 for R; (D;) and R, (D), respec-
tively, and N; = 150 for both of them. The array A, is defined
as Ap(Sm,tr) = X(Spm,tr), and A,(sy, t) = 0(X(sp, 1)) is the
data noise of X(s,,, #;) and is discussed in Sect. 3. Ay(s,, 1) =
B(s, ti) is the background amplitude. The ratios (Ay) / (A,) are
3.3(4.9) and 3.5 (6.9), and (Ay,) / (Ap) are 0.0145 (0.0169) and
0.0145 (0.0207), for R; (D) and R, (D), respectively.

3. Flux error analysis
3.1. AlA image noise

Although AIA outperforms TRACE (Handy et al. 1999) in FOV,
cadence time and the number of observing channels, it resembles
TRACE in most aspects, and many of the calibration and data
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Table 1. Observables and physical parameters of the analysed propa-
gating EUV disturbances.

Values
27 Oct. 2011
04:00:00-08:00:00 UT
04:30:01-05:00:01 UT

Parameters

Date of observation

Time interval of the observation
Time interval of the samples

Active region number NOAA 11330
Location of the active region [-160", 30”]
Oscillation period P ~179 s (~3 min)
Apparent phase speed V), ~48kms™!
Spatial wave number k ~0.74 Mm™!
Detection distance ~17.7Mm
Number of visible wave fronts 2

(Aw) / (Ap)(R) ~1.4%
(Ay) [ (An)(R) ~3.4
(An) / (Ap)(R) ~0.4%
(Aw) / (Ap)(D) ~1.8%
(Ay) [ {An)(D) ~5.9
(An) / (Ap)(D) ~0.3%

preparation routines are adopted from the TRACE programme
(Sect. 2.1). We followed the study of Aschwanden et al. (2000)
on TRACE and analysed the noise in the 171 A image flux. Data
obtained in other EUV/UV channels can be analysed similarly.
In the data calibration, we neglected the uncertainties intro-
duced by preparing the data from level 1 to 1.5, namely the errors
accompanying the roll angle rotation and plate scale resizing,
because the data processing is irreversible and untraceable (de-
tached from CCD pixels). Therefore the data noise was analysed
by assuming the data are of level 1 (connected to the CCD pix-
els). For a pixel flux value F, we combined the uncertainties
generated from all the steps in units of data numbers (DN), ac-
cumulated over a fixed exposure time of 2 s, the photon Poisson
noise, electronic readout noise, digitisation noise, compression
noise, dark current noise, subtraction noise, and the noise due to
removal of spikes in the images (Aschwanden et al. 2000):

2
readout

2

2 _ 2 2
O-noise(F) - o-pholon(F) T + O-digil + o-compress

2 2 2
+ O dark + T subtract + Uspikes(F ) (2)

We first examine the photon statistics. The image flux in units
of DN was translated from the charge readout from each pixel
through an analog-to-digital converter (ADC). The camera gain
(G, in e/DN) is defined as the number of electrons acquired
in the detector to generate a unit DN read in the image pixel,
it is a telescope (bandpass 1) specific parameter (Boerner et al.
2012, Table 6). The electrons are accumulated in the detector
and follow Poisson statistics, thus for a pixel flux F in the image
in bandpass A, FG, electrons are detected with an uncertainty of
VFG,, so the photon noise in F is VFG,/G, = VF/G,.

The intrinsic trait of CCD is the readout noise that is in-
evitable in all applications. The readout noise in AIA CCDs is
~20-22¢ = 1.1-1.2DN. For the 171 A images, it is constant
Oreadout = 1.15 DN (Boerner et al. 2012).

The rounding of the ADC signal into integer introduces a
maximum uncertainty of ogigit = 0.5 DN (Aschwanden et al.
2000).

The AIA images implement the Rice compression algorithm,
a lossless compression. A look-up table was used with the bin
size proportional to the pixel value (Boerner et al. 2012), thus we
assume the noise o compress = 0.250 photon as suggested in Boerner
(2011, priv. comm.). The TRACE images deployed the jpeg data
compression algorithm, a lossy compression algorithm. The av-
erage noise caused by the compression for the entire image was
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Fig. 2. Data noise o pise(F) (+) in Eq. (3) as a function of pixel flux F'
in AIA 171 A images. The components caused by the photon noise,
compression, despiking and other reasons are plotted with ¢, A, O, %
respectively.

estimated as 0 compress < 0.1 DN (Aschwanden et al. 2000). The
compression noise for TRACE was underestimated.

The noise caused by the dark current is quite low. In the cur-
rent AIA operation, the seasonal variation has not be corrected
yet, and we assumed a half digit noise level o4y = 0.5 DN
(Boerner 2011, priv. comm.).

Subtracting the dark current, as well as the background vari-
ation, in integer DN in the data processing from level O to level 1,

adds two additional digitisation errors, ogpuact = V2 X 0.52 =
0.7 DN (Aschwanden et al. 2000).

The despiking algorithm for AIA images was directly
adopted from the TRACE programme (Lemen et al. 2011), so
the uncertainty analysis is transferable as well. In the deep clean-
ing algorithm (Aschwanden et al. 2000), if a pixel value is above
Gihresh = 1.15 times its local median value (defined by the near-
est eight neighbours around the spiky pixel), it would be re-
placed with the local median, three iterations were applied to
the images. A residue of O gpikes(F) = F(Guwesh — 1) = 0.15F
was generated in the spiky pixel and its nearest four neigh-
bours (Aschwanden et al. 2000). In Aschwanden et al. (2000),
an uncertainty of ogpikes(F) = 0.15F was assigned to each pixel
empirically. In AIA images, about 10* pixels out of 4k x 4k
are normally hit by energetic particles in quiet Sun condition
(Boerner 2011, priv. comm.). As an upper limit, therefore we as-
sumed that about 10° pixels (0.6%) are affected, and estimated
Ospike(F) = 0.006 X 0.15F = 0.0009F for the entire image.

Then we summarised the above estimations, the data noise
for a signal pixel with the flux value F in the 171 A images is

F
Taoise(F) = \/(1 +0.25%) = + 115244 X 0.5%+(0.0009F

V2.3 + 0.06F (DN). A3)

Q

The data noises of different origin in the 171 A bandpass are
plotted in Fig. 2 as a function of the image flux F. The photon
noise is comparable to the other noises, caued by readout and
dark current extraction and compression, at lower flux value F,
and become the dominant noise at the flux value of hundreds
and over. The despiking noise is practically negligible, but could
become significant during a flare.
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3.2. Uncertainties in the enhanced time-distance plot

The time-distance plot was taken by averaging over three pix-
els across the slit, therefore the data noise as in Eq. (3) should

be scaled by a factor of 1/v3 = 0.58. The running differ-
ence was generated by R(s,,t) = C(sy, tr) — C(Sm, ti—9). We
assumed the images were taken independently, there was no
data noise correlation along the time sequence. For a value
in the running difference plot, the uncertainty is estimated as
TR(Sm> 1)) = VTHC (s 1)) + T2(C (S, 11_0)). The noise am-
plitude in the running difference plot can be estimated with
Eq. (1). On average, it is ~0.4% of the background intensity and
~30% of the amplitude of the propagating disturbances.

The background is constructed by averaging over N =
50 points. The uncertainty in B(s,,, #;) is 1/V50 x 3 of a nor-
mal flux value, and hence is neglected. Thus o (D(sy,, 1)) =
0 (C(Sm, 1))/ B(sm, t). It is ~0.3% of the background intensity
and ~20% of the disturbance amplitude.

4. The measurement of the apparent phase speed

In the analysed dataset, propagating disturbances are seen at
distances of less than ~20 Mm. Also, the apparent propagation
speed appears constant at these distances. It is consistent with
previous observations of this phenomenon, which showed that
any noticeable speed variation can appear at larger heights only
(Robbrecht et al. 2001; Gupta et al. 2010). No other periodici-
ties, except 3-min oscillations, are found in the power spectrum
of the time signal. We designed three methods for measuring
the apparent speed of propagating disturbances, taking the ob-
served fact that the phase speed in the sample does not change
either with time or spatial location along the cut. Accordingly,
we approximated the propagating disturbances with a propagat-
ing harmonic wave function A cos(wt — kx + ¢), with constant
parameters A, w, k and ¢, which is the key element in the three
methods:

— cross-fitting technique (CFT, Sect. 4.1);
— 2D coupled fitting (DCF, Sect. 4.2);
— best similarity match (BSM, Sect. 4.3).

We describe the methods in detail in the following subsections
and apply the methods to the samples R; (D;) and R, (D).

4.1. Cross-fitting technique

We assumed that the enhanced time-distance plot X(s,,, fx) is
well described by A cos(wt — kx + ¢). At each spatial location
(pixel), the variation of the pixel flux X(s,,, *)! is taken as a
time series. The errors (X (s,,, *)) are estimated as in Sect. 3.2.
The time series is then fitted with A cos(wst + ¢;) + d,2. Thus,
the value of w, and its uncertainty® are obtained for each pixel.
This is repeated for every pixel. The weighted mean and its un-
certainty are calculated from abundant measurements (see top
right panels of Figs. 3a,c,b and d). For each time sample, the
spatial pixel flux variation X(*, #;) along the direction of propa-
gating disturbances is fitted with A, cos(k;x + ¢;) + d; to obtain

' X(s,, *) means that taking the samples in the array X(s,,, #;) at indices
(Sms> 1)y (S, 2), ==+, (Sms Ny), while X(*,1;) means sampling at (#, 1),
(t,2), -+ -, (t, Ny) as in the following text.

2 The subscript s denotes that this parameter varies with the spatial
location s, an extra term ¢, allows for weak fluctuations between the
pixels.

3 We take 40 as the uncertainty at 99.99% confidence level throughout
the paper, unless otherwise specified.

the wave number. By repeating this operation for each pixel, we
are able to get a weighted mean of k (see bottom left panels of
Figs. 3a,c,b and d). Finally, the parameters w and k, with their
weighted means, are combined to calculate the phase speed (see
bottom right panels of Figs. 3a,c,b and d).

We performed the Levenberg-Marquardt least-squares
minimisation using the function mpfitfun.pro provided by
Markwardt (2009). We applied constraints on the amplitude in
the fitting, the A, ; are bounded between A,, and \/iAw, based on
the fact that the root mean square of the wave A cos(wt — kx + ¢)
is A/V2. The results are displayed in Fig. 3 and summarised in
Sect. 5.

4.2. 2D coupled fitting

Similarly to CFT, we assumed that the signal is of a harmonic
form. Instead of performing independent non-linear fitting in
both axes, we performed global 2D fitting with the function
Acos(wt — kx + ¢) + 0.

We applied the same non-linear fitting algorithm: the
Levenberg-Marquardt least-squares minimisation, using the 2D
fitting function mpfit2dfun.pro provided by Markwardt (2009).
Similarly to CFT, we constrained the amplitude between A,
and V2A,. The results are illustrated in Fig. 4 and described
in Sect. 5.

4.3. Best similarity match

The enhanced time-distance plot can be regarded as an im-
age with tilted ridges, which can be roughly described by
the harmonic propagating function Acos(wt — kx + ¢). We
are able to measure the propagating speed and period by
shape matching between the enhanced time-distance plot and
a model image M(sy,t) = Acos(wty — ks, + ¢). The
shape matching is quantified by a similarity measure, which
is mostly based on the Minkowski distance L,(M,R) =
m=N, k=N, /p

L 2 IMCsm, 1) = X(s 100

ber whose values ranges from 1 to co depending on a specific
definition. We calculated the Euclidean distance (p = 2) to
find the similarity measure. If images M and R match exactly,
L, = 0, otherwise, the best similarity measure is found by
minimising L,.

In our case, let X = X(s,,, 1) be Ry (D) or R, (D») (and is
referred to as the reference image hereafter), and construct the
model image M with the model function of the same size as X.
The amplitude of M was scaled by a factor (X) / (M), where
(...) means rms, so that M and X have approximately the same
amplitude.

The model image M = Mpy, ¢(Sms tr) is parametrised by the
period P = 2r/w, apparent phase speed V), = w/k and phase ¢.
We set P € [150,200]s in 1s step, V, € [20,120]km s7!in
1kms™! step, and ¢ € [0,27] in 5 degree step. For every com-
bination of P, V,, and ¢, a model image is constructed and the
associated Minkowski distance L,(R, Mpy, ) is calculated. By
locating L?i“ in the parametric space, we are able to find the best
combination of P, V), and ¢, these are the parameters that we
need to measure R. We accepted 1% above the L™ and took a
set of P, V), and ¢, with the means and standard deviations as the
observed value and their uncertainties. The application of BSM
to Ry (D) and R, (D) is shown in Fig. 5.

, where p is a positive num-
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Fig. 3. Application of CFT to R; a), R, ¢), D; b), and D, d). In each panel, rop left: the running difference of the time-distance plot, overlaid with
the contour (white dashed line) of the model function A cos(wt — kx + ¢) with the best-fitted parameters. Top right: the fitting result of w as a
function of the spatial location. The thick solid line is the weighted mean, the dashed lines indicate its uncertainties. Bottom left: the fitting result
of k as a function of time. The thick solid line is the weighted mean, and the dashed lines indicate its uncertainties. Bottom right: the w-k dispersion
diagram and the calculation of phase speed V), and its uncertainties. The fitted parameters are as follows: a) for R;, w = 0.0347 + 0.00002 rad/s,
k=0738 + 0.002Mm™!, P = 181.2 + 0.1s, V, = 47.0 + 0.1kms™'; ¢) for B, w = 0.0350 + 0.00003 rad/s, k = 0.727 £ 0.005Mm™', P =
179.7 £ 0.2s,V, = 48.1 £ 0.3kms™'; b) for D; w = 0.0349 + 0.00003 rad/s, k = 0.762 + 0.00Mm™', P = 180.0 + 0.1s, V, =45.8 £ 0.2kms™;
d) for D, w = 0.0349 + 0.00003 rad/s, k = 0.716 = 0.006 Mm™', P = 180.0 + 0.2s,V, = 48.6 + 0.4kms™".

The shape matching can generally be improved by the image
regularisation (smoothing). For an image /(x, y), the regularised
image can be obtained by its convolution with a normalised
Gaussian kernel, Iy, o, = 1(x,y) % G(0x, 07y). In our case, neither
Ry (D) nor R, (D;) have enough pixels to perform smoothing
without severely subjecting to the edge effect, therefore we only
regularised the image with a three-point discrete Gaussian kernel
along the time axis. The resulting images R{ (D{) and R] (D7)
are displayed in Fig. 6. The ridge pattern looks clearer than in
Fig. 5. The effect of regularisation on the measurement of BSM
will be discussed in Sect. 5.

5. Results

We applied CFT to the sample R, (Fig. 3a). The fits of w have a
relative error lower than 1% and are distributed in a very narrow
band. The weighted mean gives w = 0.0347 = 0.00002 rad/s,
which corresponds to a period of P = 181.2 + 0.1s. Fits to
k haves a relative error of $10%. The weighted mean k£ =
0.738 + 0.002Mm™' has a relative error of less than 1%, and
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the values scatter about +50% of the mean. Thus the apparent
phase speed is calculated as V,, = 47.0 £ 0.1 km s~!. The result-
ing propagating features are overlaid with R as the white dashed
line in the top left panel of Fig. 3a. The spacing (P) matches very
well, implying good fits to w, the slope V,, of the dashed lines de-
viates slightly from the well recognised ridges, while remaining
in the acceptable range.

We shortened the spatial length of the sample and applied
CFT to R,. The spatial length of R; is a half of Ry, but it in-
cludes the most prominent part of the ridges that represents
the propagating disturbances. The results are shown in Fig. 3c.
The rise of the relative error in k to above 10% is due to the
decrease in the number of data points in the spatial direction,
therefore the constraint on k is loosed. As seen in Fig. 3c,
the best-fitting values of k are distributed in a broader range
than those obtained for R;. The weighted mean of k is about
k = 0.727 + 0.005 Mm™~'. The measure of w retains a good accu-
racy (w = 0.0350 = 0.00003rad/s, P = 179.7 + 0.2 s), which is
slightly worsened because of the decrease in the number of sam-
ples. The phase speed is calculated as V,, = 48.1 + 0.3kms™.
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Fig. 4. Application of DCF to R; a), R, ¢), D; b), and D, d). In each panel, the running difference of the time-distance plot is overlaid with the
contour (white dashed line) of the model function A cos(wt — kx + ¢) with the best-fitted parameters. The best-fitted parameters are: a) for R,
P=240.7+0.7s,V, =48.8+02kms™';¢) forR,, P = 177.2£0.9s,V, = 65.8 £ 0.3kms™'; b) for D;, P = 198.9 £0.7s,V, =445+ 0.2kms™;

d) for Dy, P =250.5 + 2.25,V, =514 + 0.5kms™".

The spacing remains consistent with the running difference as
illustrated in the top left panel of Fig. 3c, the alignment is also
very good.

Applying CFT to D; and D, with a higher signal-to-noise
ratio (S/N) gives V, =45.8 + 0.2kms™' and P = 180.0 + 0.1s
and V, = 48.6 + 0.4km sland P = 180.0 = 0.2, respec-
tively. Both fits are acceptable, and consistent with those ob-
tained for Ry and R;.

The application of DCF to R; (D)) and R, (D») is displayed
in Figs. 4a,b and Figs. 4c,d. The fit values are listed in Table 2.
The DCEF is very sensitive to the initial guess for the fit param-
eters. Since 2D fitting is coupled in both axes, the optimised fit
can be reached only for one of the parameters. In our case, we
optimised the fit of V),, by changing the initial guess. It can be
optimised for P as well. A fully automatic fit is not feasible be-
cause of the dependence on the initial guess.

The BSM works well for all variants of the sample: R; (D),
Ry (D»), and the regularised samples R] (DY), RS (D5), as il-
lustrated in Figs. 5 and 6. The measurements are summarised in
Table 2. The measurement of P and V), are persistently good in
all samples. It appears that BSM is very robust and not sensitive
to any pre-processing of the sample.

5.1. The effect of lag time

The choice of the lag time (71, = [ X cadence) determines the
quality of the running difference plot. Our choice of [ = 9 applied
above is just a specific case that appears to be in a good range
of selection. To illustrate the effect of the lag time constructing
the running-difference data set on the method performance, we

Table 2. Comparison of the measured results of the CFT, DCF and BSM
methods.

CFT DCF BSM
R IZ0) 1812 = 0. 240.7 = 0.7 180.0 = 1.8
DLV, (kms) | 470 0.1 488+ 02 470 +26
& P(s) 1797 + 02 1772 + 0.9 178.0 = 2.0
2| V,kms' | 481 +03 658 +03 490 + 45
e P(s) 180.0 = 1.0
1|V, kms™! 48.0 = 1.3
o P(s) 180.0 = 1.0
2 |V, (kms™) . 50.0 + 2.6
b P(s) 180.0 + 0.1 1989 + 0.7 180.0 = 1.0
DLV, (kms) | 458 02 445202 470+ 1.4
b P(s) 180.0 + 0.2 2505 +22 178.0 = 1.0
2] V,kms! | 486 £04 514 +05 490 +28
Do P(s) 180.0 + 1.0
1|V, kms™! 48.0 = 1.3
D P(s) 180.0 + 0.9
2 | v, (kms™) 50.0 + 2.3

plot the measurements of CFT, BSM and BSM(o) as a function
of the lag time in the left columns of Fig. 8a* (R;) and Fig. 8b*
(Ry). The results of DCF are omitted due to its sensitivity to the
initial guess. Clearly, for R, the measurements of V,, and P are
consistently good with the lag time ranging from 12 s to 156 s.

4 A complete set of figures displaying the quality of the measurements
is available at
http://www2.warwick.ac.uk/fac/sci/physics/research/
cfsa/people/yuan
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Fig. 5. Application of BSM to R, a), R, ¢), D; b), and D, d). In each panel, the running difference of the time-distance plot is overlaid with the
contour (white dashed line) of the model function A cos(wt — kx + ¢) with the fitted parameters. The fitted parameters are as follows: a) for R,
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d) for D,, P =178.0 £ 1.0s,V, =49.0 £ 2.8 kms™'.
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Fig.6. Application of BSM to R{ a), RS ¢), D] b), and DJ d). In each panel, the running difference of the time-distance plot is overlaid with
the contour (white dashed line) of the model function A cos(wt — kx + ¢) with the best-fitted parameters. The best-fitted parameters are follows:
a) for R{, P = 180.0 = 1.0s,V, = 48.0 + 1.3kms™!; ¢) for R, P = 180.0 = 1.0s, V, =500 + 2.6kms~!; b) for D7, P = 180.0 + 1.0s,
V, =48.0 £ 1.3kms™; d) for DJ, P = 180.0 + 0.9s,V, =50.0 + 23kms™'.
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However, for the shorter sample R;, the selection of the lag time
is more constrained within 84 s and 132 s, within which the qual-
ity of ridges is optimised. This means that for samples with a
larger spatial length the choice of the lag time is less limited
than for shorter ones.

5.2. The effect of detrending time

For the time-distance plot with the background removal and nor-
malisation, the detrending time (T4er = N X cadence) affects
the results as well. We plot the measurements of CFT, BSM
and BSM(o) as a function of the detrending time in the right
columns of Fig. 8a* (D)) and Fig. 8b* (D,). For D, the mea-
surements are consistently good for all choices of the detrend-
ing time. It appears that the detrending time affects the results
very little, while for those of D,, the period P is measured very
well with CFT, BSM and BSM (o) in the whole range. For V,,,
the measurements obtained with CFT are systematically lower
than those of BSM and BSM(o). The error bars of the BSM and
BSM(0) measurements are larger than those in D;.

6. Conclusion

We designed three methods, CFT, DFC and BSM, to measure the
average apparent phase speed of propagating EUV disturbances.

The applications to Ry (D1), Rz (D2), R{ (DY), RS (D5) are sum-
marised in Table 2 and illustrated in Fig. 7. Figure 8 shows the
effect of the lag time and detrending time on the measurements.

From the computational aspect, the CPU time consump-
tion descends as BSM, CFT, DCFE. Applying these methods to
Ri(Ry) in a GNU/linux x86_64 computer, it takes 321(158)s,
4.9(2.5)s and 2.5(0.7) s for BSM, CFT and DCEF, respectively.
The CPU time consumption for D; and D, are very similar. In
addition, CFT and DCF require estimating the data noise, but
provide better accuracy. Also, the DCF is very sensitive to the
initial guess for the parameters in the fitting function, therefore
it is not suitable for automatic measurements (see, e.g. Sych
et al. 2010; Martens et al. 2012). The BSM is more tolerant to
the data noise and pre-operations that do not affect the image
morphology.

The valid measurements of the apparent phase speed V), in
the analysed event range from 48 to 52 kms™!, with an average
value of 47.6 + 0.6kms~! and 49.0 + 0.7 km s~! for R;(R,) and
D, (D»), respectively (see Table 2 and Fig. 7, top panel).

For all three methods, it appears that the measurements
made for R; and D; are on average better than those for R,
and D,. Accordingly, spatially-longer cuts, even if the ampli-
tude of the disturbance is continuously declining, are prefer-
able for the analysis. Longer samples are more tolerant to the

A9, page 9 of 10


http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201218848&pdf_id=7
http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201218848&pdf_id=8

A&A 543, A9 (2012)

choice of the lag time and detrending time, while shorter ones
restrict the choice. We also showed that the measurements
in Dy (D,) generally outperform those made in R; (R;), there-
fore the background-removal method seems to be superior than
running difference, at least in our applications.

The measurements of the oscillating period are consistent
in all methods and agree well with the measurements based
upon spectral methods (e.g. Fourier transform or periodogram).
Therefore, the methods described in the paper provide also an
alternative tool for the estimation of the period.

The systematic error in the apparent phase speed estimation
mainly originates from the traits of the propagating disturbance.
In particular, the apparent phase speed may change along the
propagating direction because of the geometry, projection or
(and) physics, so that the diagonal ridges may be bent. But in the
analysed case, the spatial scale of the detection of the propagat-
ing disturbances does not reach ~20 Mm, above which a notice-
able change of propagating speed was reported (e.g. Robbrecht
et al. 2001; Gupta et al. 2010). It may also be a variant of time,
so different ridges do not have the same slope. In the analysed
data we did not find this effect. Another deviation may originate
from the inconsistency with the harmonic wave feature in our
assumption. The good agreement in the measurement with the
propagating harmonic wave form also implies that the propa-
gating disturbances are slow magnetoacoustic waves rather than
recurring upflows. The designed methods are not likely to work
on samples taken during transient, e.g. flaring activity.

The amplitude A of the disturbance decreases during its trav-
elling. The methods can be improved by accounting for the spa-
tial variation of the amplitude A = A(s,). However, this will add
an extra dimension to these methods, which means higher com-
plexity. Another way of coping with this feature is to normalise
the amplitude in each pixel along the cut to the highest amplitude
of the narrowband signal measured at this pixel, before applying
the methods.

Moreover, it is known that the amplitude of 3-min oscilla-
tions in sunspots is modulated by long-period oscillations (e.g.
Sych et al. 2012). Therefore, it is natural to expect the same ef-
fect in their coronal counterpart observed in EUV. This effect can
be studied with the methods designed in this paper, by applying
them to a sliding window in time, imposed on a longer dataset.
Likewise, the window can be applied in the spatial domain. This
will reveal any possible speed variations in time and at different
locations.

The three methods were shown to work well on the AIA data
in EUV bandpasses. These methods can also be applied to other
imaging data-cubes, obtained with other instruments and in other
bands, e.g. UV, visible light and microwave.

Acknowledgements. We would like to acknowledge P. Boerner for the useful
advice on AIA flux error analysis. The AIA data were used as courtesy of
NASA/SDO and the AIA science teams.
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