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Abstract

The modification and control of the electronic properties of semicon-
ducting InN surfaces has been investigated by x-ray photoelectron spectroscopy
(XPS) and Hall effect measurements. The fundamental properties of InN and
its ternary alloys InGaN and InAlN make it a promising material for use in
opto-electronic and electronic devices that operate in the THz frequency band.
However, the intrinsic electron accumulation observed at the surfaces and in-
terfaces of InN and any high In-content alloys presents significant difficulties
when trying to incorporate this material into devices. This is due to the charge
neutrality level (CNL) of the semiconductor lying high above the conduction
band minimum (CBM) at the centre of the Brillouin zone. Ex-situ sulfur
treatment using ammonium polysulfide ((NH4)Sx) solution, commonly used
for several other III-V compounds, has been found to reduce the downward
band bending of undoped InN by as much as 0.15 eV and decrease the surface
sheet charge density by 30 %. In-situ passivation, however, is preferable as the
surface can be studied without exposure to contaminants.

In this work, ex-situ treatment of InN with disulfur dichloride (S2Cl2)
solution and in-situ sulfur deposition on the surfaces of InN using a silver
sulfide electrochemical cell has been studied. The one-electron potential and
carrier concentration profile have been calculated for an accumulation layer at
the surface of the semiconductor. This is achieved by solving Poisson’s equa-
tion within a modified Thomas-Fermi approximation and numerically solving
the Schrödinger equation for the resulting potential well. Kane’s k·p approxi-
mation for a non-parabolic conduction band is also incorporated in the model.

The results of these experiments showed that a reduction in electron
accumulation of 53 % was achieved for S2Cl2 treatment of an In-polar c-plane
InN sample, however, control of the treatment proved to be difficult. For the
in-situ treatment, deposition of sulfur resulted in a complete removal of the
electron accumulation layer for the a-plane sample and a 55 % reduction in the
electron accumulation was achieved for the In-polar c-plane sample. It is also
shown that an In–S–S–In bonding environment creates a greater reduction in
electron accumulation than In–S–In bonding.
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ADM amphoteric defect model
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Chapter 1

Introduction

1.1 Indium nitride and related alloys

For many years, technological advancements have been intimately tied to im-

proved understanding and application of semiconductor materials. Although

silicon remains the semiconductor most commonly used in electronic devices,

III-V semiconductors such as GaAs and InSb have also come to prominence for

optoelectronic applications and high-frequency electronic devices [1, 2]. This

is due to their (generally) direct band gaps, low electron effective masses and

high electron mobilities. However, development has created the need for new

materials that can achieve higher speeds and, with innovative design, push the

boundaries of photonic and high-frequency devices even further.

Indium nitride and its related alloys, InGaN and InAlN, present an

excellent example of III-V semiconductors with high predicted electron mobil-

ities [3, 4] and velocities [5] for electronic and optoelectronic device applica-

tions. InN itself has many potential applications, such as terahertz emitters

and near infrared optoelectronic device applications [6–9]. Additionally, due to

the band gap of InN (∼0.65 eV) lying in the infrared and the bandgaps of GaN

(∼3.44 eV) and AlN (∼6.25 eV) lying in the ultra-violet and extreme ultra-

violet respectively, the ternary alloys InGaN and InAlN have composition-

dependent bandgaps that span the entire visible spectrum [10–12], shown in

Figure 1.1. Multijunction solar cells using two or more InGaN compositions

could theoretically have quantum efficiencies of up to 70 % [14–17]. Moreover,

these alloys are less toxic than the currently used GaInP/GaInAs systems, and
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in In1-xGaxNGa content, x,
μ

Figure 1.1: Compositionally dependent matching of InGaN alloys to the visible
spectrum, showing great promise for multijunction solar cell devices [13]. For
comparison, the band gaps of one of the current best multijunction devices,
a GaInP–GaAs–Ge system, is shown. It can be seen that InGaN alloys have
much potential to improve device efficiency through a much greater range of the
visible spectrum.

are also relatively unaffected by large lattice mismatches and defect concen-

trations. This leads to InGaN alloys being much more resistant to radiation,

and thus offer great potential for applications in space and other harsh envi-

ronments, where efficiency and durability replace cost as the most important

characteristic for devices [13]. GaN and Ga-rich InGaN are already widely used

commercially in ultra-violet light-emitting diodes (LEDs) and laser diodes in

Blu-ray DVD players, and in 2009, researchers at Nichia Corporation produced

the first stable InGaN green laser diode [18, 19].

Despite all of the advantages, the development of devices using InN and

high In-content alloys has been restricted due to several problematic proper-

ties. As grown InN exhibits a high propensity for n-type doping, making

p-type doping a significant challenge. Moreover, both n- and p-type InN have

a large intrinsic electron accumulation layer at the surface. This means that

InN makes almost exclusively Ohmic contacts, making the manufacture of

Schottky devices requiring tunnel junctions difficult [20–22]. The electron ac-

cumulation also leads to the bulk of p-type InN being electrically isolated from

2



[0001]

[0001]

Figure 1.2: The wurtzite crystal structure of indium (purple) nitride (blue).
Made using VESTA software for crystal visualisation [24].

the surface, preventing contact with the bulk [23].

1.2 Crystal structure of InN

InN crystallises in two different polymorphs, wurtzite (hexagonal) and zinc-

blende (cubic), however, in this thesis only wurtzite InN has been investigated.

In the wurtzite structure, each In atom is tetrahedrally bonded to four N atoms

(and vice versa), as shown in Figure 1.2, forming planes of In and N atoms

perpendicular to the c-axis.

Throughout this thesis four-index Miller-Bravais notation is used to

describe the surface directions due to the non-orthogonality of the crystal-

lographic directions a and b in the hexagonal wurtzite crystal structure. In

this notation (h k i l) denotes a plane that intercepts the axes at a
h
, b
k
, c
l
, and

the dummy index i = −(h + k). The dummy index helps to reveal symme-

tries within the structure, for example, the (1 1 2 0) plane is equivalent to the

(1 2 1 0) and (2 1 1 0) planes. From this basis, [h k i l] denotes the real-space

direction perpendicular to the (h k i l) plane.

The [0 0 0 1] and [0 0 0 1] directions in a wurtzite crystal are distinguish-

3



z

x y

a-plane
(1120)
non-polar

c-plane
(0001)
In-polar

m-plane
(1100)
non-polar

- -

Figure 1.3: Diagram illustrating the crystallographic faces of InN and their
respective notations.

able, with In-polarity (N-polarity) defined such that the crystal is orientated

with only a single bond from the In (N) atom directed toward the surface

along the c-axis. Both InN(0 0 0 1) and InN(0 0 0 1) naturally terminate with

a layer of In atoms [25]. Henceforth the (0 0 0 1) plane are denoted as In-polar

c-plane, the (0 0 0 1) plane as N-polar c-plane, and the (1 1 2 0) and (1 1 0 0)

planes will be denoted as a-plane and m-plane respectively. These planes are

illustrated in Figure 1.3.

It is worth briefly mentioning the crystal structure in reciprocal space.

The first Brillouin zone is used for Bloch descriptions of waves in the periodic

crystal structure, and is shown for a hexagonal crystal along with the naming

conventions for points in Figure 1.4.

H L
A

K
M

Γ

b3

b1

b2

Figure 1.4: The first Brillouin zone and its key points for the hexagonal crystal
structure, where bi are the reciprocal lattice vectors.
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Figure 1.5: Optical absorption measurements made by Tansley and Foley to
determine the band gap of InN [30]. The square of the absorption coefficient,
α, was plotted against photon energy and extrapolated to give a band gap
energy value of 1.9 eV. These measurements were made using a low quality
polycrystalline sample with an electron concentration of 1.6×1016 cm−3.

1.3 History of the InN bandgap

Until the early 2000s, it was believed that the bandgap of InN was close to

1.9 eV. The samples were grown before this time using radio-frequency sput-

tering [26], and this method of growth created polycrystalline samples with

high electron concentrations [27] and significant oxygen contamination [28].

They also exhibited low electron mobilities in the 10-100 cm2/Vs range. The

widely used band gap value of 1.9 eV [29] came as a result of optical absorp-

tion measurements showing a strong absorption band in the infrared and an

absorption edge at about 1.9 eV [30] (shown in Figure 1.5). However, the lack

of light emission from near the band edge remained unexplained.

More recently, improvement in growth methods for InGaN and InAlN

films using metal-organic vapor phase epitaxy (MOVPE) resulted in a dra-

matic increase in the quality of these nitride films [31]. It was unexpectedly

found that the band gaps of InGaN and InAlN alloys rapidly decreased to well

below 2 eV with increasing In content when extrapolated for higher indium

5
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Figure 1.6: Optical absorption measurements made by Wu et al. providing
evidence of a lower band gap for InN and photoluminescence (PL) and photore-
flectance (PR) supporting this new value. [11].

concentrations [32, 33], however, this was generally attributed to an unusu-

ally large bowing parameter, such as the coupling of photons with plasmon

modes [32].

The breakthrough came with the arrival of InN samples grown by

plasma assisted molecular beam epitaxy (PAMBE) [34–36]. This allowed high-

quality thick films to be grown with reduced electron concentrations and higher

electron mobilities. Measurements of the band gap of InN was firstly reduced

to 0.9 eV [35], then to 0.77 eV (see Figure 1.6) [11], before converging at

0.65 eV [37], with photoluminesence and photoreflectance also being observed

at this value.

It emerged that the reason for the previous high band gap of InN was

due to oxygen doping and a Burstein-Moss shift [38, 39], accentuated by the

unexpectedly low electron effective mass, and low density of states (DOS) near

the conduction band minimum (CBM). This effect is shown in Figure 1.7,

where, due to the high defect densities and high electron concentrations in the

polycrystalline samples, the states up to the Fermi level high in the conduction

band were filled, meaning that electrons in the valence band could not be

6



Eg = 0.65 eV

Valence Band

Conduction Band

EF

k

E

Optically
measured

Eg ≈ 1.9 eV

Figure 1.7: Illustration demonstrating the Burstein-Moss shift, the cause of the
incorrect assignment of the band gap, Eg, of InN at 1.9 eV, where EF is the
Fermi level.

excited to those occupied states across the direct bandgap at the Γ-point.

Therefore, the observed absorption edge was a measurement of electrons being

excited from the valence band elsewhere in the Brillouin zone.

1.4 Surface electron accumulation

Both p- and n-type indium nitride have been universally observed to exhibit

an intrinsic electron accumulation layer at the surface due to large downward

bending of the valence band maximum (VBM) and CBM. This enables Ohmic

contact to be made easily to n-type InN, however, the existence of an inver-

sion layer prevents contact with the bulk in p-type InN as can be seen in the

charge carrier density profile in Figure 1.8. Here, the lack of charge carriers be-

tween 95-110 nm prevents charge flow between the bulk and the surface. This

electron accumulation layer also prevents the formation of Schottky contacts,

essential for many potential device applications. The presence of an electron

accumulation layer at the surface of InN is closely related to the presence of

virtual gap states (ViGS), the position of an energy level called the charge

7
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Figure 1.8: Charge carrier density profile for Mg-doped p-type InN showing
electron (e−), hole (h+) and near-surface acceptor (N−A) concentrations and
demonstrating the electronic isolation of the p-type bulk from the surface [23].

neutrality level (CNL) and where it lies relative to the Fermi level, and the

valence and conduction band extrema.

1.4.1 Charge neutrality level

In 1989, Walukiewicz proposed the amphoteric defect model (ADM) as an

explanation for the understanding of the factors affecting the quantity and

reactions of native defects in semiconductors [40]. Although this model in-

accurately attributes native defect states as the sole origin of the electronic

properties of semiconductor surfaces, it is still useful in understanding the

nature of defects arising at the surface due to the termination of the crystal

potential. The nature of these defects is dependent on an where the Fermi level

lies in relation to an energy level called the Fermi stabilisation energy, where

defects formed while the Fermi level is below (above) the Fermi stabilisation

energy are likely to be donor (acceptor)-like in nature, having real energies in

the band gap but complex wavevectors. The existence of these states lying in

the band gap of a semiconductor can be shown through considering solutions

of the many-body Schrödinger equation describing the behaviour of electrons

8



in a crystal, given by

Ĥ|φ〉 = E|φ〉, (1.1)

where φ(r1, r2, r3, ..., rN , ) is an N -body wavefunction. The Hamiltonian oper-

ator, Ĥ, is given by

Ĥ =
N∑
i=1

p2
i

2mi

+
1

2

N∑
i=1,j 6=i

ZiZj
4πε0|ri − rj|

, (1.2)

neglecting magnetic effects, where N is the number of particles (electrons and

ions) of mass mi, charge Zi, and spatial position ri, and

pi = −i~∇i (1.3)

is the momentum operator.

Using the Born-Oppenheimer (adiabatic) approximation [41], which de-

couples the motion of ions from electrons, the Hamiltonian simplifies to

Ĥ =
∑
i=1

− ~
2me

∇2
i +

1

2

∑
i,j=1,j 6=i

e2

4πε0|ri − rj|
−
∑
i,l

Zle

4πε0|ri −Rl0 |
(1.4)

for an N -body electronic system. The indices i, j (l) label the electrons (ions)

at position ri,j (equilibrium position Rl0), me is the electron mass, e is the

electronic charge and Zl is the charge of the ion core.

From this point, the one-electron approximation, where electron-electron

interaction is averaged to contribute a constant repulsive component to the

Hamiltonian, and the mean-field approximation, which assumes that each

electron is in identical surroundings dependent on interactions with ions in

their equilibrium positions [42], can be used. The band structure can then be

approximated by solving Equation 1.1 with the simplified Hamiltonian

Ĥ =
p2

2me

+ V0(r), (1.5)

where V0(r) is the periodic potential of the Bravais lattice. Due to the trans-

lation symmetry of the lattice, the solutions to Equation 1.5 can be shown to

9



be Bloch wavefunctions, plane waves of the form

ψνk(r) = uνk(r) exp(ik · r), (1.6)

where ν labels the band, k is the wavevector of the electron in the first Brillouin

zone and the translational symmetry of the lattice is represented in the Bloch

wavefunction such that

uνk(r + T) = uνk(r) (1.7)

where T is the translation vector.

In the bulk, the periodic boundary conditions for an infinite crystal

lattice requires the Bloch wavevector to be real. However, at the surface

where this periodicity is broken, states with a complex wavevector are al-

lowed which are also solutions to the Schrödinger equation. These physically

describe surface states which decay exponentially into the bulk of the semi-

conductor and into the vacuum. The complex dispersion of states also exists

in the bulk, however, they are forbidden and are therefore termed virtual gap

states (ViGS) [43]. The character of the ViGS changes from predominantly

acceptor-like near the conduction band to predominantly donor-like near the

valence band and the energy at which the crossover happens is termed the

branch point energy of the ViGS. This occurs at the minimum decay length of

the wavefunctions of the ViGS, and is found just below the mid-gap energy of

the semiconductor (the average band gap integrated across the Brillouin zone)

due to the ViGS being highly localised in real space, and therefore receiving

a contribution in momentum space from a large proportion of the Brillouin

zone. As this branching point indicates energy where states change from pre-

dominantly donor-like to predominantly acceptor-like, the branch point energy

can equivalently be termed the CNL of the semiconductor [44, 45] and is be-

lieved to be universal for all materials on an absolute energy scale [46]. The

CNL for InN, which has been shown experimentally to lie 1.83±0.10 eV above

the VBM [47], is indicated in the band-structure diagram in Figure 1.9. The

band structure was calculated using quasi-particle corrected density functional

theory (QPC-DFT) by Bechstedt and co-workers [47], and shows the presence

of an extraordinarily low CBM at the Γ-point and the Fermi level pinning

position.
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Figure 1.9: Wurtzite InN band structure across the Brillouin zone calculated
using quasi-particle corrected density functional theory (QPC-DFT). The bulk
Fermi level (EF ) is shown to lie above the conduction band minimum at the
Γ-point, pinned just below the CNL. [47]

1.4.2 Space charge region

A positive point charge placed into a locally neutral electron plasma will be

screened by the rearrangement of the electrons such that the electric field due

to the positive charge will vanish over a given range. This range is dependent

on the density of electrons, with higher densities yielding shorter screening

lengths. The spatial region of redistributed electrons is called a space charge

region [48]. At the surface of a crystalline solid, the symmetry of the bulk

structure is terminated and the surface atoms have fewer neighbouring atoms

and different chemical bonds to those in the bulk. For a semiconductor, the

breakdown of the symmetry of the crystal structure may induce electronic sur-

face states which perturb the local charge balance. The type of states (donor

or acceptor) and the position of the Fermi level determine whether the surface

states carry charge. Occupied donor-like states and unoccupied acceptor-like

states are neutral, whereas unoccupied donor-like states are positively charged

and occupied acceptor-like states are negatively charged. The position of the
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CNL

CBM

VBM

D

Figure 1.10: Downward band bending in InN, as the Fermi level, EF , tends
towards the CNL at the surface to maintain charge neutrality. The donor-type
surface states, Dss, are also shown, where the unoccupied states above the Fermi
level are shown to be positively charged [49].

Fermi level at the surface is determined by the condition of charge neutrality:

Qss = −Qsc, (1.8)

where Qss is the charge of the surface states, which is compensated by an

opposite charge, Qsc, which screens the surface state charge and is called the

space charge.

Figure 1.10 shows the effect of a space charge layer, i.e. downward band

bending, compensating for the charge Qss of unoccupied donor-like states at

the surface. Figure 1.10 can then be understood as follows: deep in the bulk of

the crystal, the doping level determines the position of the Fermi level relative

to the CBM. However, the high energetic positions of donor states in relation

to the CBM at the surface are fixed by interatomic potentials at the surface.

If there were flat bands to the surface, the Fermi level would be positioned far

below the donor-like surface states. An uncompensated positive charge density

would then be built up because these states would be completely empty. This

situation is unstable, resulting in a space charge layer and downward band

bending, which is achieved by free electrons accumulating in the conduction

12



Figure 1.11: (a) Angle resolved photoemission spectroscopy (ARPES) photocur-
rent intensity map of states within 1.2 eV of the Fermi level (EF ) in the mo-
mentum direction ΓM in the surface plane. (b) The calculated downward band
bending of the CBM and VBM with respect to EF . E1 and E2, at 0.511 and
0.797 eV respectively, mark the subband minima of an exponential approxima-
tion to the surface potential well. From the work of Colakerol et al [51].

band with space charge Qsc satisfying Equation 1.8.

In the case of InN, the CNL lies well above the CBM at the Γ-point

(shown in Figure 1.9). This energy represents the crossover from the probabil-

ity of ViGS being donor-like to being acceptor-like, and lies approximately at

the average midpoint between the CBM and VBM across the Brillioun zone.

The Fermi level is pinned close to this energy in the bulk. However, to main-

tain charge neutrality, the Fermi level tends towards the CNL at the surface,

leading to downward band bending. This band bending is illustrated in Fig-

ure 1.10, and leads to the formation of an electron accumulation layer [50].

Using angle resolved photoemission spectroscopy (ARPES), the electrons in

the accumulation layer have been shown to exist in discrete quantum well

states, forming a two dimensional (2D) electron gas perpendicular to the sur-

face as shown in Figure 1.11 [25].
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1.5 Surface structure of InN

Independent of the surface polarity, indium adlayers have been universally

observed on the growth surfaces of InN. The number of these adlayers is de-

pendent on the crystallographic plane and polarity of the sample [52]. It has

been proposed that metallic In-In bonding states in these adlayers are the mi-

croscopic origin of donor-type surface states and a source of electrons for the

accumulation layer [25, 53]. This has been confirmed for a-plane InN samples

where samples cleaved in-situ exhibited flat bands at the surface [54]. Recent

work has shown that exposure of samples to adsorbants post-growth leads to

an increase in band bending and electron accumulation for the N-polar c-plane

surface [55]. This also lends weight to the idea that the formation of In adlay-

ers is due to defects according to the ADM proposed by Walukiewicz [40, 56].

In (top layer)

In (second layer)

In (third layer)

(√3×√3)R30° (1×1)

Top view Side view

In
adlayers

B
ulk

InN
(0001)

[1000]
θ

Figure 1.12: Top and side view of structural models of the indium adlayers and
calculated surface reconstruction at the In-polar c-plane surface. Three layers
of indium are present on top of the In-terminated bulk, with the topmost layer
consisting of 4/3 monolayers of In exhibiting a (

√
3×
√

3)R30◦periodicity [57].
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Surface reconstructions have been observed on the In-polar c-plane sur-

face, with characterisation showing the presence of ∼3.4 ML (monolayers) of

indium exhibiting a laterally contracted top layer with a (
√

3×
√

3)R30◦ peri-

odicty [52, 57], drawing analogy from the Ga adlayers observed on GaN. The

extent of knowledge of the structure of the adlayers at the a-plane surface is

restricted to the observation of 3.0 ML of In and that in-situ removal of these

adlayers eliminates band bending [52, 54].

It has been observed, however, that although the a-plane and In- and

N-polar c-plane surfaces all exhibit differing In adlayer thickness, this has no

effect on the separation of the valence band and the Fermi level at the surface.

This is due to the metallic character of the In adlayers providing a screening

for the polarisation charge caused by the bulk termination [57].

1.6 Surface treatment

Control of the electron accumulation layer at InN surfaces is crucial for the real-

isation of device applications and could potentially be achieved either through

the deposition of a material onto the surface or through chemical treatment.

For p-type InN, control may also be possible through doping effects. Any

material deposited on the surface would be required to have a high electroneg-

ativity, so as to draw charge away from the InN surface, and result in a stable

passivation of the surface so that its properties remain for the lifetime of any

potential device. One such potential material is oxygen, and studies have

shown that induced oxidation produces a marked reduction in electron con-

centration [58–61]. However, this thesis will focus on sulfur, which has a long

history of use in surface passivation treatments of group IV, III-V and II-VI

semiconductor surfaces. Sulfur has an electronegativity of 2.54 on the Pauling

scale [62], which compares favourably to the value of 1.78 for indium. Amongst

III-V compound semiconductors, it has been shown that sulfur bonded to the

surface prevents oxidation upon exposure to air [63]. In sulfur treatment of

the other III-V semiconductor exhibiting electron accumulation, InAs, sulfur

occupies sites in the group V sublattice and so acts as a donor, enhancing

band bending and increasing electron accumulation [64, 65]. However, sulfur

has been shown to produce a reduction in band bending due to sulfur–indium
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bonds formed at the surface of both n- and p-type InN [66–68]. It is able to do

this because of the In adlayers stabilising the surface layer. This is the domi-

nant force driving surface reconstruction, overriding mechanisms obeying elec-

tron counting rules and reducing the number of dangling bonds which usually

govern conventional III-V semiconductor systems. These layers act to prevent

the sulfur from bonding with nitrogen. On the n-type polar surfaces, this re-

sults in a ∼30 % reduction of electron accumulation, whilst on p-type samples

a reduction of ∼70 % is observed, due to charge compensation by bulk donors.

It has also been shown that this effect is stable with exposure to atmosphere

for extended periods of time [69]. To date, these treatments have focussed on

ex-situ chemical treatment with ammonium polysulfide ((NH4)2Sx) which does

not require a clean surface and is more easily implemented in industry, but

sulfur is deposited in a less controlled manner than in-situ techniques. In-situ

techniques also have the advantage that time-resolved analysis of treatment is

possible and the need for handling of toxic chemicals is reduced significantly.

In this thesis, x-ray photoelectron spectroscopy (XPS) and Hall effect

measurements have been used to investigate previously untried sulfur treat-

ments for InN surfaces. An ex-situ treatment using S2Cl2 solution has been

used in an attempt to clean and passivate the surface simultaneously, whilst

an in-situ deposition of sulfur has also been investigated in order to study the

interaction of sulfur at the surface with significantly less contamination present

and gain greater insight into the sulfur-induced modification of the electronic

properties of the surface.

1.7 Thesis organisation

The remainder of this thesis will look in detail at the properties of InN, par-

ticularly at the surface and how to probe these surfaces.

Chapter 2 introduces the core experimental techniques (x-ray photoelec-

tron spectroscopy (XPS) and Hall effect measurements) used throughout this

work to investigate the bulk and surface properties of untreated and treated

InN samples. The theoretical background behind these techniques is also in-

troduced, as well as schematics for a typical experiment and example data to

illustrate how analysis is carried out. The theoretical calculations that are

16



carried out for data analysis are outlined in chapter 3.

Chapters 4 and 5 present the results and analysis of the experimental

work carried out in this thesis. Ex-situ treatment using disulfur dichloride

(S2Cl2) solution and in-situ deposition of sulfur in chapters 4 and 5 respectively

were used to reduce band bending and hence electron accumulation at the

surface. The conclusions drawn from this work and potential future directions

are then presented in chapter 6.
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Chapter 2

Experimental Methods

Two main experimental techniques, namely XPS and single field Hall effect

measurements, have been used throughout this thesis to investigate the prop-

erties of InN surfaces. This chapter describes their theoretical background and

the requisite equipment.

2.1 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) was used to determine the surface

composition and electronic properties of the InN samples before and after

surface treatment. This technique takes advantage of the photoelectric effect,

where a sample irradiated with a photon with an energy above a threshold

interacts with an atomic orbital electron, resulting in total energy transfer

and the ejection of the electron. The kinetic energy of the ejected electron is

linearly related to the threshold (binding) energy of the electron within the

atom, which is dependent on the element and its local bonding environment.

Although x-rays can travel through solids easily, at least 1000 nm into

a sample, electrons have significantly less ability to do so due to inelastic scat-

tering, thus limiting the escape depth of electrons and ensuring the technique

is surface sensitive. The attenuation lengths for electrons with varying energy

is shown in Figure 2.1. The inelastic mean free path (IMFP) of an electron

can be defined as the average distance an electron of a given energy will travel

between inelastic scattering events. For electrons of energies typically used in

XPS, around 1 keV, the IMFP is usually between 1-4 nm. XPS is usually car-
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Figure 2.1: Universal curve for the dependence of attenuation length, λ, on
electron kinetic energy for various elements. X-rays with energy ∼1 keV are
typically used in x-ray photoelectron spectroscopy (XPS). From the work of
Seah and Dench [70].
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Figure 2.2: Simplified schematic showing the typical XPS experimental setup
and the core level photoelectron emission process. Photons from the x-ray
source are directed at the sample and interact with electrons in the core levels
and valence band. These electrons receive energy from the photon and are
ejected into the vacuum with this energy. The lenses focus these electrons into
the analyser, which selects electrons of specific energies to be counted by the
detector.
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ried out under ultra-high vacuum (UHV) conditions, as the IMFP for electrons

is very low at atmospheric pressures.

The kinetic energy of an ejected electron, KE, is related to the energy

of the incoming photon, hν, the binding energy of the electron, EB, and the

minimum energy required to eject an electron from the Fermi level to the

vacuum level, the work function of the sample, φs, by the following equation:

EB = hν −KE − φs (2.1)

In a typical XPS experimental setup, as shown in Figure 2.2, lenses

focus electrons ejected from the sample into an analyser. The kinetic energy

of these electrons is measured by a hemispherical analyser with a potential

applied between the inner and outer hemispheres. This potential is chosen such

that the trajectory of the electrons of a specific kinetic energy is deflected into

the multi-channel plate detector. This also means that electrons with a higher

(lower) kinetic energy will crash into the outer (inner) plates, thereby selecting

only electrons of a chosen kinetic energy. These electrons are then counted, and

by sweeping the potentials on the hemisphere within the analyser, a spectrum

of kinetic energy can be obtained. This spectrum can then be converted to

binding energy using Equation 2.1.

2.1.1 Features of an XPS spectrum

Core level peaks

A typical XPS binding energy spectrum for an InN sample is shown in Fig-

ure 2.3, where the labelled peaks of high intensity correspond to electrons

ejected from the core levels of the atoms within the sample. Every element

has a unique characteristic XPS spectrum (though in practise hydrogen and

helium are not easily detectable), and the area of each peak is related to the

concentration of the element within the sample, giving information on chem-

ical composition and relative quantities. The conventional notation for the

labelling of these peaks is X nlj, where X is the element, n is the principal

quantum number, l is the orbital angular momentum quantum number (s = 0,

p = 1, d = 2, f = 3, etc.) and j contains information about the spin of the
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Figure 2.3: Typical binding energy spectrum of an as-loaded InN sample in XPS.
The Fermi level is defined as zero on the binding energy scale. Atmospheric
contamination in the form of carbon and oxygen are also seen on the surface.

electron.

For electrons where l 6= 0 and there are two states of the same energy

(i.e. orbital degeneracy), j = l± s where s is the spin. In this case a magnetic

interaction between the orbital angular momentum and the spin of the electron

can lead to a splitting of the degenerate state into two components with offset

energy. This is called spin-orbit splitting, and results in a doublet peak in the

XPS spectrum. The ratio of the intensity of these peaks is dependent on the

ratio of their respective degeneracies, 2j + 1.

There are several contributions to the width of a core level peak. These

are principally the lifetime of the core hole, the spectral width of the photon

source radiation and the analyser resolution. The peak shape can typically be

described by a mixture of a Gaussian and a Lorentzian profile, called a Voigt

function. Throughout this thesis, core level peaks were fitted with Voigt line-

shapes using the CasaXPS data processing software [71], with a least squares

fit being used for optimisation. An example of a fit for a K 2p doublet peak

is given in Figure 2.4.

Another feature to be noted regarding core level peaks is the presence

of plasmon losses in the spectra due to the collective vibrations of the free
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Figure 2.4: Example of fitted K 2p3/2 and K 2p1/2 core level peaks fitted with a
Shirley background. The peaks were constrained such that the peak area of the
K 2p1/2 was half of that of the K 2p3/2 peak with a binding energy 1.60 eV higher
due to spin-orbit splitting, and with the full-width at half-maximum (FWHM)
of both peaks the same.

electrons within a material [72]. Some ejected electrons interact with these

electrons while travelling through the material towards the surface, causing

losses of kinetic energy. For metals, this manifests itself in XPS spectra as a

series of smaller peaks on the higher-binding energy side of core level peaks. For

semiconductors, this effect is not usually observed due to their lower electron

concentrations. However, for samples that exhibit strong electron accumula-

tion, such as InN, the high carrier concentration close to the surface can cause

plasmon loss features to appear, with the effect proportional to the electron

concentration at the surface. These loss features are characterised by a series

of peaks and as a tail on the high-binding energy side of core level peaks due

to the varying, depth-dependent carrier concentration [73].

Valence band spectra

When looking at an XPS spectrum, the region with the lowest binding energy

corresponds to electrons excited out of the valence band of a material. The

intensity of this spectral region corresponds to the density of states (DOS) inte-

grated across the Brillouin zone, and an example of this is shown in Figure 2.5.

For metals, a Fermi step function is observed at the Fermi level, broadened
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Figure 2.5: Valence band region of an XPS spectrum of an InN sample, showing
ξ, the separation of the extrapolated valence band leading edge to the Fermi
level at the surface, EsF .

due to thermal effects. For semiconductors, the position of the leading edge

of the spectrum (extrapolated, to account for the finite resolution of the spec-

trometer [74]) indicates the separation of the valence band maximum (VBM)

and EsF , the Fermi level at the surface. This separation is marked as ξ in

Figure 2.5, and when compared to bulk measurements, can give information

about surface band bending, as detailed in section 3.2. Calibration to deter-

mine the exact position of the Fermi level is essential, and the methodology is

outlined in subsection 2.1.4.

Background

As can be seen from Figure 2.3, a step-like background is present in XPS

spectra, which increases with increasing binding energy. This is due to inelastic

scattering of photoelectrons which decreases their kinetic energy and gives

them the appearance of having a higher binding energy. For peak fitting and

analysis, a background subtraction is applied, with the Shirley model for XPS

backgrounds being used throughout this thesis [75].
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2.1.2 Chemical shifts

The observed binding energy is simply the energy difference between the n-

electron initial state and the (n − 1)-electron final state of the atom, minus

the relaxation energy, Er(k), of the remaining electrons on the atom and of

the surrounding atoms:

EB = −εk − Er(k), (2.2)

where εk is the orbital energy of the ejected photoelectron. Corrections for

the differential correlation and relativistic energies also exist, but are typically

small enough to be ignored [76]. If the initial state of the atom is changed, for

example by chemical bonds with other atoms, the observed binding energy of

the electrons in that atom will also change. This is called the chemical shift,

∆EB. For most samples, ∆EB can be adequately interpreted solely in terms

of initial state effects, i.e.

∆EB = −∆εk. (2.3)

Several examples of this correlation are given in the work by Siegbahn and

colleagues [77]. However, caution must be used when solely attributing chem-

ical shifts to initial state effects. Final state effects such as relaxation do not

necessarily have a straightforward relationship with changes in the chemical

environment and can have an impact on the measured binding energy. In prin-

ciple, however, by fitting the core level peaks, it is possible to ascertain the

bonding environments of the elements present through analysis of the binding

energies of the peaks.

2.1.3 Quantification from XPS

As mentioned above, the area underneath the core level peaks is related to

the quantity of the associated element present within the probing depth at the

surface of the sample. After correcting for instrumental factors, by measur-

ing the peak areas we can obtain the quantity of each element present. The

equation commonly used for this is

Iij = K T (KE)Lij(γ)σij

∫
ni(z) e−z/λ(KE) cos θ dz, (2.4)
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where Iij is the area of peak j from element i, K is an experimental constant,

T (KE) is the transmission function of the analyser, Lij(γ) is the angular asym-

metry factor for orbital j of element i, σij is the photoionisation cross-section

of peak j from element i, ni(z) is the concentration of element i at a distance

z below the surface, λ(KE) is the IMFP length, and θ is the take-off angle

of the photoelectrons measured with respect to the surface normal. Usually,

elemental percentages or ratios are required, meaning that it is not necessary

to determine the absolute values of all of the quantities in Equation 2.4.

The instrumental constant, K, takes into account experimental parame-

ters such as x-ray flux, sampling area and the acceptance angle of the analyser.

These quantities are assumed constant over the time period required to acquire

XPS spectra, and cancels when elemental ratios or percentages are calculated.

For comparison of peak areas of spectra from different samples, careful nor-

malisation of the background level removes differences in x-ray flux that may

occur. Information about the efficiency of the collection lenses, analyser and

detector of the XPS system comes is included in the transmission function.

The variation of this function with KE comes from the retardation of the

kinetic energy of the electrons as they pass through the lens system [78].

The angular asymmetry factor, Lij(γ), accounts for differences in the

type of orbital and the angle γ between the incident x-rays and emitted pho-

toelectrons (80◦ in this thesis). However, even where different types of orbitals

are used for quantification, the variation in Lij(γ) is typically small. Where

elemental ratios are calculated from peaks in this thesis, they are for compar-

ison with the same peaks in other spectra taken using the same experimental

setup, and so the angular asymmetry term is not required. The photoionisa-

tion constant σij is the probability of a photoelectron from orbital j of element

i being created by the incident x-ray. The values used throughout this thesis

are taken from the calculations of Schofield [79].

The equations relating the IMFP, λ(KE), to the electron energy and

material the electron is travelling through have been developed by Seah and

Dench [70], and the cos θ term is to account for changes in sampling depth

that occur as the take-off angle of the photoelectrons is changed. However, in

this thesis, all XPS data was gathered with a take-off angle of 90◦ so the cos θ

term can be disregarded.
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Figure 2.6: The energy level diagram for an electrically conducting sample
that is grounded to the spectrometer. The Fermi levels of the sample and
spectrometer are aligned (Esf = Espf ) so that EB is referenced with respect to
EF . The measurement of EB is independent of the sample work function, φs,
but is dependent on the spectrometer work function, φsp.

2.1.4 Calibration

As shown in Figure 2.6, by placing a conducting sample in electrical contact

with the spectrometer, the Fermi level of both the sample and spectrometer is

positioned at the highest occupied energy level. Equation 2.1 then becomes

EF
B = hν −KE − φsp, (2.5)

where EF
B is EB referenced to the Fermi level EF , and φsp is the work function

of the spectrometer. Therefore it is not necessary to know the work function

of each sample analysed by XPS in order to know EF
B . Throughout this thesis,

the position of the Fermi edge for a clean polycrystalline silver reference sample

26



was used to determine the work function of the spectrometer. This took place

a minimum of two days after the analyser electronics had been switched on,

allowing time for the electronics to settle and removing any resultant drifting

of φsp. Electrical contact between the InN samples and spectrometer was

ensured by pressing tantalum foil or carbon tape, used to hold the sample in

place, to a small area of the sample surface. The contact between the sample

and the plate was then checked using a multimeter before samples were loaded

into the UHV chamber.

2.1.5 Spectrometer

The XPS measurements in this thesis were conducted at the University of

Warwick using an Omicron SPHERA concentric hemispherical analyser. The

samples were probed using monochromated Al-Kα x-rays with a linewidth

of 0.25 eV and the emitted photoelectrons were collected by an electrostatic

hemispherical analyser comprising two concentric hemispheres with a mean

radius of 125 mm. The spectrometer contained a large slit of 5 mm, and two

sets of slits 3 mm and 1 mm wide for each of the 7 channeltrons. The effective

instrumental resolution obtained from measuring the width of the Fermi edge

of a clean polycrystalline silver sample is 0.33 eV at a pass energy of 5 eV, or

0.47 eV at a pass energy of 10 eV. This system operates in a chamber pumped

by a turbomolecular pump, an ion pump and titanium sublimation pumps,

and has a base pressure of ∼2×10−11 mbar. The samples were held on a five

axis manipulator and were mounted onto sample plates using carbon tape or

tantalum foil spot-welded to the plate.

2.2 Hall effect measurements

The Hall effect was first observed by Edwin Hall in 1879 as a result of his

investigations into a lack of consensus on the action of a magnet on a material

carrying a current [80]. He observed that an electromotive force was induced

perpendicular to the direction of current flow in the plane of a conducting

film when placed in a magnetic field orientated such that the magnetic field

lines were normal to the surface of the film. After further investigation this
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potential was found to be proportional to the current and the magnetic field.

With these measurements, it became possible for the first time to determine

the sign of charge carriers in a conductor. These findings have led to the

development of the single field Hall effect experiment which gives information

about bulk carrier concentration and mobility. In semiconductors with an

electron accumulation layer, such as InN, the carrier density will typically

be overestimated due to the electrons from the accumulation being counted

towards the average carrier density.

To perform the experiment, shown schematically in Figure 2.7, an elec-

tric field, Ex is applied to the sample and a current, Ix, flows through the

semiconductor. A magnetic field, B = (0, 0, Bz), is applied, and an electric

field is generated perpendicular to the direction of current flow by the Lorentz

force [81]. As the charge carriers accumulate at the edge of the sample, an

electric field builds up that opposes their motion. At equilibrium, this electric

(Hall) field, Ey, satisfies the relations

evey
µe

= eEy + evexBz (2.6a)

evhy
µh

= eEy − evhxBz, (2.6b)

where vey (vhy) is the electron (hole) drift velocity along y, and µe (µh) is the

electron (hole) drift mobility. Because vex = µeEx and vhx = µhEx, these can

Bz

Ex IxEy
+++++++++

- - - - - - - - -

z

y

x

Figure 2.7: Schematic of Hall’s experiment. As the current Ix flows through the
sample in the magnetic field, By, the Lorentz force acts to deflect the charge
carriers to the sides of the block, which creates the Hall field, Ey.

28



be substituted into Eqs. 2.6 to give the following expressions:

vey
µe

= Ey + µeExBz (2.7a)

vhy
µh

= Ey − µhExBz. (2.7b)

As Ohm’s law states, I = JA, where J is the current density and A is the

cross-sectional area, then Iy = Ie + Ih. If we assume that in the y-direction

there is no current flow, then

Jy = Jey + Jhy = envey + epvhy = 0 (2.8)

and therefore

nvey = −pvhy, (2.9)

where n (p) is the electron (hole) density. The current density in the x-direction

is given by

Jx = (pµe + nµh)eEx. (2.10)

Bringing together Eqs. (2.7), (2.9) and (2.10), the following expression is ob-

tained:

eEy(nµe + pµh)
2 = BzJx(pµ

2
h − nµ2

e). (2.11)

From this the Hall coefficient, RH = Ey/JxBz, may be obtained. With both

electrons and holes present, this is given by

RH =
1

|e|
(pµ2

h − nµ2
e)

(nµe + pµh)2
. (2.12)

2.2.1 Van der Pauw Geometry

In 1958, L. J. van der Pauw described a geometry which can be used to obtain

the resistivity, doping type, sheet carrier density and mobility of the majority

carrier of a sample [82], as illustrated in Figure 2.8. With the contacts at

points a, b, c and d, a current Iab can be applied from contact a to b, and a

voltage, Vcd, can be measured between contacts c and d. If the current and

voltage are then measured in the perpendicular directions, two characteristic
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resistances, Rab,cd and Rad,bc are given by

Rab,cd =
Vcd
Iab

Rad,bc =
Vbc
Iad

. (2.13)

The van der Pauw equation,

exp(−πRab,cd/Rs) + exp(−πRad,bc/Rs) = 1, (2.14)

relates the characteristic resistances to the sheet resistance, Rs. The measure-

ments can be made more accurate by also measuring the current and voltage

along the parallel edges, and by repeating the measurements with reversed

polarity, thus obtaining average values for the characteristic resistances. The

resistivity of the sample is simply Rs multiplied by the thickness of the sample.

To obtain the overall Hall voltage, measurements must be made with

a magnetic field applied in both the positive and negative z-directions. Mea-

surements made in the positive (negative) direction will be indicated by a

superscript + (−). The current is applied in across the diagonals of the sam-

ple in turn, taking advantage of reversing the polarity, with the voltage, e.g.

V +
13 , measured for each current. The magnetic field is then reversed and the

a

b c

d

Figure 2.8: Plan view of the van der Pauw geometry used for single field Hall
effect measurements. Metal contacts are placed at positions a, b, c and d
enabling current to be passed between the contacts and measurements of voltage
to be made.
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measurements repeated. The overall Hall voltage is then given by

VH =
V +
13 + V +

24 + V +
31 + V +

42 − (V −13 + V −24 + V −31 + V −42)

8
(2.15)

The Hall voltage can be defined by

VH =
IB

ens
, (2.16)

where ns is the sheet density of the charge carrier. Combining Eqs. (2.15)

and (2.16), the electron density can be found by multiplying ns by the thickness

of the sample, with a positive (negative) sign indicating the material is p-type

(n-type).

Ecopia HMS-3000 system

All Hall effect measurements made in this thesis were made using the Ecopia

HMS-3000 system. The magnetic field strength used was 0.55 T, and the

polarity of the magnetic field was changed by rotating the magnet 180◦. The

Van der Pauw geometry was used and all measurements were made at room

temperature. Measurements of current and voltage can be taken between each

of the contacts, and the system can pass a current of up to 20 mA.
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Chapter 3

Theoretical Methods

This chapter outlines the theoretical calculations which form the basis of inves-

tigating the surface electronic properties of InN. The band bending and charge

carrier concentration profile at the surface were calculated by solving Poisson’s

equation incorporating a modified Thomas-Fermi approximation (MTFA), as

developed by Paasch and Übensee [83]. InN exhibits a non-parabolic band

dispersion, so Kane’s k·p approximation [84] is used to model the conduction

band dispersion. At the surface, an infinite potential step is assumed, and

modifications are made to the local density of states to approximate the ef-

fects of quantum-mechanical reflection at this barrier, which is then extended

to incorporate the non-parabolicity of the conduction band [85]. The correc-

tion factor in the MTFA physically represents the interference of incident and

reflected electron wave functions due to the potential barrier at the surface.

3.1 Band structure approximations

3.1.1 Parabolic approximation

For many semiconductors it is sufficient to simply consider a parabolic dis-

persion of the valence and conduction bands (Ev(k) and Ec(k) respectively)

around Γ in the Brillouin zone, as the extrema of the valence and conduction

bands are located here for most semiconductors. This is given by

Ev(k) = Ev(0)− ~k2

2m∗h
(3.1a)
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and

Ec(k) = Ec(0) +
~k2

2m∗0
, (3.1b)

where k is the wavevector and m∗h and m∗0 are the hole and electron effective

masses respectively.

This approximation, however, is only applicable to semiconductors with

a large band gap. In the case of InN, a stronger interaction occurs between the

valence and conduction bands due to the narrow band gap, and since a large

occupation of the conduction band and non-parabolicity of the bands cannot

be ignored, Equation 3.1b cannot be used in that form.

3.1.2 k.p perturbation theory

Quasi-particle corrected density functional theory (QPC-DFT) calculations of

the InN bulk band structure across the Brillouin zone (Figure 1.9) have shown

that the upper three bands exhibit p-orbital symmetry and are strongly in-

fluenced by a non-parabolicity near Γ [47]. The conduction band is highly

non-parabolic with s-orbital symmetry and the higher conduction bands have

little influence on the dispersion around the conduction band minimum (CBM)

due to their large energy separation. This suggests that the k·p approach de-

veloped by Kane for the zinc-blende structure of InSb [84] described below is a

reasonable approximation of the InN band structure around Γ. In this approx-

imation the momentum operator (Equation 1.3) and magnetic effects (Vso and

Vcr for spin-orbit and crystal field splitting respectively) are included. Using

Bloch’s theorem for waves in a periodic potential, described in subsection 1.4.1,

the one-electron Schrödinger equation can be written as[
Ĥ0 +

~
m

k · p + Vso + Vcr

]
uνk(r) = Ẽνk(r)uνk(r). (3.2)

Here Ĥ0 = p2

2m
+V0(r) and Ẽνk(r) = Ev(k)− ~2k2

2m
. At the Γ-point (k = (0, 0, 0)),

Equation 3.2 reduces to[
Ĥ0 + Vso + Vcr

]
uν0(r) = Ẽν0(r)uν0(r), (3.3)
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the solutions of which form an orthonormal set. From here, the k·p interaction

between the valence and conduction bands can be treated as a perturbation

in order to express the energy eigenvalues and the wavefunction of any point

near the Γ-point in k-space.

In Kane’s k·p approximation the Hamiltonian describing interaction

between the three highest valence bands and the conduction band is given by

H =

[
Ĥ 0

0 Ĥ

]
, (3.4a)

where

Ĥ =


Es 0 kP 0

0 Ep −∆so/3
√

2∆so/3 0

kP
√

2∆so/3 Ep 0

0 0 0 Ep + ∆so/3

 . (3.4b)

Es(Ep) is the conduction (valence) band edge energy, ∆so is the spin-orbit

splitting and P ≡ 〈us|p|ui〉 is Kane’s matrix element, with us,i the Bloch

lattice-functions possessing the s- and pi-orbital symmetries (i = x, y, z). In

InN, ∆so is ∼5 meV (� Eg) and can be neglected, reducing the Hamiltonian

to

H =

[
Es kP

kP Ep

]
. (3.5)

The crystal field splitting and effective mass anisotropy in InN are small,

so the conduction band dispersion is adequately described when the material

is assumed to be isotropic and have no crystal field splitting. The conduction

band dispersion is described by

Ec(k) = E ′ +
~2k2

2m0

. (3.6)

Here m0 is the free electron mass and E ′ is the largest eigenvalue of the Hamil-

tonian given in Equation 3.4, which is given by the largest solution to

E ′(E ′ + Eg)− k2P 2 = 0, (3.7)

where Es = 0 and Ep = −Eg have been used, defining the energy as zero at
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the CBM. Kane’s matrix element is given by

P 2 =
~2

2m0

(
m0

m∗0
− 1

)
Eg, (3.8)

with m∗0 being the conduction band effective mass. Solving Equation 3.7 and

substituting into Equation 3.6, the two-band k·p analytic form for the con-

duction band dispersion is

Ec(k) =
1

2

[
−Eg +

√
E2
g + 4k2P 2

]
+

~2k2

2m0

, (3.9)

and the density of conduction band states is given by

gc(k) =
k2

π2

[
dEc(k)

dk

]−1
=

kπ−2

2P 2[E2
g + 4k2P 2]−

1
2 +

(
~2
m0

) . (3.10)

Using Equations (3.9) and (3.10), the density of states as a function of energy

can be obtained, allowing the number of filled states to be determined for a

given Fermi level.

3.2 Poisson’s equation

The band bending in the space charge region is described by the one-electron

potential, V (z), as a function of depth z below a semiconductor surface. This

must satisfy Poisson’s equation

d2V

dz2
= − e

ε(0)ε0
[N+

D −N
−
A − n(z) + p(z)], (3.11)

where e is the electron charge, ε(0) is the static dielectric constant, ε0 is the

permittivity of vacuum, N+
D (N−D ) is the bulk donor (acceptor) density, as-

sumed constant throughout the semiconductor, and n(z) [p(z)] is the electron

(hole) density. Because the calculations were made for n-type InN with elec-

tron accumulation at the surface, N−D and p(z) can be taken to be 0. To

satisfy charge neutrality, there can be no band bending in the bulk of the

35



semiconductor, therefore V (z) must satisfy the boundary condition

V (z)→ 0 as z →∞. (3.12)

Also,
dV

dz

∣∣∣∣
z=0

=
e

ε(0)ε0
Nss, (3.13)

where Nss is the surface state density. The total band bending at the surface,

Vbb, can therefore equivalently be considered as a boundary condition. This

can be determined from valence band XPS spectra, as detailed in section 2.1.1,

in conjunction with Hall effect measurements (subsection 2.2.1). The VBM to

Fermi level separation at the surface, ξ, is measured in XPS and the position of

the Fermi level relative to the CBM in the bulk, ECB
F , is given by numerically

solving

Nb =

∞∫
0

gc(E)fFDdE (3.14)

where Nb is the bulk charge carrier density, given by Hall effect measurements,

and fFD is the Fermi-Dirac distribution

fFD(E) =
1

1 + exp
{

1
kBT

[E − ECB
F ]
} . (3.15)

Here, kB is Boltzmann’s constant and T is temperature. The VBM to Fermi

level separation in the bulk is then (Eg +ECB
F ) and the total band bending is

simply given by

Vbb = ξ − (Eg + ECB
F ), (3.16)

as illustrated in the example of numerically calculated band bending given in

Figure 3.1.

3.2.1 Modified Thomas-Fermi approximation (MTFA)

Poisson’s equation (Equation 3.11) must be solved self-consistently with the

one-electron Schrödinger equation (Equations (1.1) and (1.5)) in order to ob-

tain the potential V (z) and the charge carrier density profile. However, this

problem is highly non-linear due to the dependence of the carrier concentra-
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Figure 3.1: Example of band bending of the CBM and VBM at an InN surface
as calculated numerically from experimentally determined values for the valence
band–Fermi level separation, ξ, the bulk charge carrier concentration and the
valence band bending, Vbb. The band bending is caused by the presence of
unoccupied donor-like surface states.

tions in Equation 3.11 on the potential. The problem is simplified using a mod-

ified Thomas-Fermi approximation as developed by Paasch and Übensee [83],

which has been shown to yield band bending and charge carrier concentration

profiles in good agreement with those obtained through fully self-consistent

Poisson-Schrödinger calculations. This approximation has also been compared

with experiment for narrow gap depletion and accumulation layers for InSb

and InAs respectively [86, 87], as well as for InN [85].

In this approach, the one-electron potential is calculated within the

MTFA subject to the boundary conditions with carrier density calculated from

n(z) =

∞∫
0

gc(E)fFDf(z)dE , (3.17)

corresponding to the conduction band, where gc is the density of states for the

non-parabolic conduction band given in Equation 3.10, f ′FD is the Fermi-Dirac
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Figure 3.2: Example of numerically calculated charge carrier concentration pro-
file at an InN surface, showing the existence of an electron accumulation layer
within the top 5 nm before decreasing until the bulk charge carrier concentra-
tion, Nb, is reached.

function including the potential dependence

f ′FD(E) =
1

1 + exp
{

1
kBT

[E − ECB
F + V (z)]

} , (3.18)

and f(z) is the MTFA factor accounting for the potential barrier at the surface,

f(z) = 1− sinc

[
2z

L

(
E

kBT

) 1
2
(

1 +
E

Eg

) 1
2

]
. (3.19)

Here L = ~/(2m∗0kBT )1/2 is the thermal length for non-degenerate semicon-

ductors, and L = 1
kF

is the Fermi length for degenerate semiconductors. A

semiconductor is considered non-degenerate if the Fermi level lies in the band

gap and is more than 3kBT from either of the band edges. The Fermi level

in InN lies above the CBM, therefore making it a degenerate semiconductor,

and although the length scale is comparable to the depth of the accumulation

layer, experiment has shown good agreement with this approximation [85].

The numerical solutions to Poisson’s equation and to n(z) can be found

by using a trial solution, and then by using interval bisection to converge on the
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band bending potential which satisfies the boundary conditions. An example

of the calculated n(z) for an InN sample is shown in Figure 3.2. It can be seen

that the charge carrier concentration is effectively bulk-like at depths greater

than 10 nm, which closely matches the probing depth of XPS making it a good

tool for investigating electron accumulation. The kink visible at ∼1 nm is due

to the correction factor in the MTFA.

In summary, the theoretical methods outlined in this chapter, used in

conjunction with XPS and Hall effect measurements, allow the investigation

of the effect of surface treatments on the band bending and charge carrier

concentration profiles at semiconductor surfaces.
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Chapter 4

Ex-situ Sulfur Treatment of InN

Surfaces

4.1 Introduction

Studies into passivation and electron accumulation reduction at InN surfaces

have previously focussed on immersing samples in (NH4)2Sx solution ex-situ,

after having previously etched the sample in HCl and rinsed it in deionised

water [66–68]. This cleaning process still permits the re-oxidation of the sur-

face between etching and sulfur treatment, with the possible introduction of

contaminants and a reduction in the effectiveness of treatment. Therefore it

is desirable to develop a treatment process which both etches and passivates

the surface at the same time.

For these experiments, disulfur dichloride (S2Cl2) solution was used,

with the hypothesis that the chlorine would etch the sample and the sulfur

would simultaneously form bonds to lower the surface Fermi level and passivate

the surface, thus removing the exposure to atmosphere between the etching

and treatment. Chlorine is also highly electronegative (3.16 on the Pauling

scale) and would help to draw electrons from the accumulation layer, as seen

in the work of King et. al. [73], however, it is less thermally stable than sulfur

at the surface of indium nitride.
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4.2 Experimental Details

In these experiments, an n-type In-polar c-plane InN wafer grown by Veeco In-

struments Inc. using plasma assisted molecular beam epitaxy (PAMBE) was

used. Hall effect measurements revealed a charge carrier concentration of

2.0×1018 cm−3, and using the calculations outlined in section 3.2, this corre-

sponds to a Fermi level position 0.1 eV above the CBM. Initial XPS mea-

surements showed a valence band-Fermi level separation of ξ =1.32±0.05 eV,

indicating an initial band bending of 0.57±0.05 eV. Pieces of the InN wafer

were then immersed in the S2Cl2 solution for 1 minute and 6 minutes respec-

tively, before being blown dry in N2 gas and immediately affixed to a sample

plate using carbon tape to reduce transfer time before being transferred into

the UHV vacuum system for analysis.

4.3 Results and Analysis

The valence band spectra for the samples treated for 1 minute and 6 minutes

both showed a shift in the position of the valence band leading edge to lower

binding energies, shown in Figure 4.1, indicating that the treatment was effec-

tive in reducing the surface Fermi level. However, the greater shift occurred

for the sample treated for 1 minute, indicating a loss of effectiveness for longer

treatment times. For the sample that was immersed for 1 minute, the valence

band region showed a reduction in ξ of 0.19±0.05 eV. Using the theoretical

calculations outlined in chapter 3, this corresponded to a reduction in electron

accumulation of ∼53 %. For the sample immersed for 6 minutes, the reduction

in ξ, and therefore band bending, was slightly smaller, only 0.16±0.05 eV, and

the reduction in electron accumulation was ∼44 %. The band bending and

charge carrier concentration profiles are shown in Figure 4.2.

Looking at the S 2p region of the XPS spectra, it should be possible

to analyse the bonding configurations of sulfur atoms at the surface of the

samples, and these are shown in Figure 4.3. For the sample immersed in

the S2Cl2 solution for 1 minute, three doublet peaks are observed with the

S 2p3/2 peaks at 161.6 eV (S1), 163.5 eV (S2) and 167.8 eV (S3). S1 is

assigned to an In–S–S–In bonding environment, using the work of Hyland
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Figure 4.3: XPS data showing the S 2p region of the sample immersed in S2Cl2
for (a) 1 minute and (b) 6 minutes. The sample immersed for 6 minutes shows
the presence of additional sulfur bonding configurations and the absence of the
doublet at 161.6 eV. Peak assignments are given in the main text. Additional
doublet peaks in (b), S4 and S5, were fitted because the shoulder at ∼164.4 eV
is too intense to be from the S 2p1/2 peak of S2 (the area of a 2p1/2 peak must
be half of that of the corresponding 2p3/2 peak as explained in section 2.1.1)
and the shape of the spectra at 165.5 eV is flatter and more intense than in (a).
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6 minutes indicating that the solution has etched through the adlayers.

and Bancroft as a guide to sulfur-metal bonding peak binding energies [88].

S2 is characteristic of elemental sulfur on the surface and also to the S2Cl2

molecule, and S3 can be assigned to SO2 or SOCl2. The sample treated for

6 minutes has a very different S 2p region, with doublet peaks at 163.4 eV (S2),

164.4 eV (S4), 166.5 eV (S5) and 168.3 eV (S3). S2 is again attributed to

elemental sulfur or S2Cl2 at the surface and S3 to SO2 or possibly SOCl2.

Unlike for the sample immersed for one minute, this S 2p has no component

corresponding to an environment where sulfur is bonded to indium and there

are two additional doublet peaks that were not previously observed. S4, at

164.4 eV, is characteristic of S2N2 [89], indicating that the chlorine may have

etched the indium adlayers and exposed the nitrogen atoms underneath. The

peak at 166.5 eV, S5, may then correspond to another nitrogen containing

molecule, though it is possible that the peak is not necessary for fitting the

data.

The idea that the In adlayers have been etched through by the chlorine
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is supported by analysis of the N 1s region, shown in Figure 4.4, where a

peak at ∼400 eV is only present on the sample etched for 6 minutes. Drawing

analogy from sulfur treatment of InAs, this may explain the less significant

reduction in ξ for the sample treated for 6 minutes. The etching of the adlayers

allows sulfur atoms to occupy the group V sublattice, thereby acting as a donor

and increasing band bending [63, 64]. The N 1s region also shows a shift to

lower binding energy for the samples treated with S2Cl2, with the greatest shift

observed on the sample treated for 1 minute. This is due to the reduction in ξ,

with the entire spectrum shifted to lower binding energies. For the sample

treated for 1 minute this shift is 0.18±0.05 eV, and for the sample treated

for 6 minutes the shift is 0.16±0.05 eV. These values closely match the values

obtained for the change in ξ by extrapolating the leading edge of the valence

band region.

The elemental ratios of nitrogen and indium were calculated from the

XPS spectra of the N 1s and In 3d peaks using the methodology outlined

in subsection 2.1.3, giving N to In ratios of 35:65, 33:67, and 32:68 for the

untreated, 1 minute and 6 minute treated samples respectively. The error

in these calculations is approximately ±5 %, so it cannot be said from this

data whether the indium is being etched away. The probing depth of XPS

is approximately 10 nm, however the thickness of the In-adlayers is <2 nm,

meaning that there is a large contribution from the stoichiometric InN below

that may mask any small changes in the amount of indium. In order to

investigate this further, measurements with varying take-off angle would be

required in order to increase the surface sensitivity.

In the O 1s region shown in Figure 4.5, the components at 530 eV,

532 eV and 533.1 eV are labelled as O1, O2 and O3 respectively. Peak O1

is assigned to In2O3, O2 to In(OH)3 and O3 to adventitious atomic oxygen,

using the binding energy values determined by Nefedov et al. [90] and Wagner

et al. [91]. It can be seen that although the 6 minute treatment removed the

In2O3 component, after only 1 minute of treatment this component appears

to be larger than for the untreated sample. The component corresponding

to In(OH)3 decreases for both treatment times by a similar amount, so it is

speculated that for the 1 minute treatment, the hydrogen atoms have been

removed, allowing more In2O3 to form. The adventitious atomic oxygen com-
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ponent remains throughout, even seemingly becoming larger for the sample

treated for 6 minutes, though this may be due to slight differences in loading

times between treatment and entry into the vacuum chamber.

4.4 Conclusions

These experiments investigated a new method of sulfur treatment using S2Cl2

solution to concurrently etch and passivate the InN surface. A large reduction

in electron accumulation was observed for the sample treated for one minute,

however this reduction decreased for the sample treated for 6 minutes due to

etching through the In adlayers. This etching effect was observed through

analysis of the S 2p and N 1s regions of the XPS spectra. It was also observed

that the solution failed to remove a significant fraction of the indium oxide

components, possibly due in part to the fact that the etched adsorbates remain

in the solution throughout the treatment. It was at this point that the decision

was made to investigate sulfur treatment of InN surfaces in-situ in order to

have much greater control and understanding of the interaction of sulfur atoms

at the surface.
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Chapter 5

In-situ Sulfur Deposition on

InN Surfaces

5.1 Introduction

As discussed in detail in section 1.6, several recent studies [66, 67] have shown

that the use sulfur is effective in reducing the electron accumulation layer at

the surface. This is due to the high electronegativity of sulfur [62], such that

when it forms bonds with indium, charge is transferred to the sulfur atoms

and the indium adlayers at the surface prevent the substitution of sulfur onto

nitrogen sites. This is in contrast to the effect of sulfur on indium arsenide,

where sulfur acts as a donor and enhances band bending due to sulfur being

substituted on the group V sublattice [64, 92]. To date, experiments on the

reduction of surface electron accumulation on InN surfaces have focussed on

ex-situ methods of sulfur deposition on the surface, such as immersing the

sample in (NH4)2Sx solution [54, 66, 68]. The ex-situ nature of the immersion

creates difficulties in accurate control of the rate of sulfur adsorption on the

surface, and limiting contamination during this process is also troublesome.

With an in-situ deposition method, it should be possible to perform controlled

sulfur deposition experiments on clean InN surfaces. Deposition rates can be

finely controlled using a well calibrated system in order to achieve consistent

results. The structure and electronic properties of the treated surface can then

be studied under UHV conditions without any contamination of the surface
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occurring.

This chapter reports on the high-resolution XPS measurements of an

a-plane InN sample and an In-polar c-plane InN sample during in-situ sulfur

deposition from an electrochemical cell. For the c-plane InN sample, this was

carried out with the sample held at a raised temperature in an attempt to

increase the sulfur coverage [93]. Using valence band XPS data as described

in section 2.1.1, band bending and charge profile calculations for these sam-

ples (made by numerically solving the Poisson-Schrödinger equation within

the MTFA, as outlined in subsection 3.2.1) show that the surface separation

of the VBM and Fermi level of InN decreases as sulfur is deposited, leading to

near-flat bands at the surface. Analysis of other core level peaks in the XPS

spectrum support the conclusion that a large reduction in electron accumula-

tion has been achieved, while also shedding light on the various interactions

of sulfur on these surfaces.

5.2 Experimental details

The samples used were grown by PAMBE at Cornell University, USA, by

W. J. Schaff and Hai Lu, and at the University of California, Santa Barbara,

USA, by J. S. Speck and members of his research group. The a-plane sample

was grown to a thickness of 1000 nm, and the In-polar c-plane sample was

grown to be 100 nm thick. Details of the growth process can be found else-

where [94]. Hall effect measurements determined the charge carrier densities to

be 2.85×1019 and 2.3×1018 cm−3 with electron mobilities of 2.04×102 cm2/Vs

and 1.12×103cm 2/Vs for the a-plane and c-plane samples respectively, though

this may slightly overestimate bulk electron concentrations due to the surface

electron accumulation layer. The samples were prepared by etching in 30 %

HCl solution for 90 seconds before being immediately blown dry in N2 gas,

mounted on a sample plate and loaded into vacuum. Total transfer time be-

tween etching and loading into the chamber was no more than 5 minutes. The

samples were then annealed to 320 ◦C for 2 hours. As can be seen from Fig-

ures 5.1 and 5.2(a), this removed nearly all of the carbon, oxygen and chlorine

from the surface, including the oxide component of the In 3d peaks, (Fig-

ure 5.2(b)). A sharp (1 × 1) low energy electron diffraction (LEED) pattern

48



In
te

ns
ity

P(
A

rb
.Pu

ni
ts

)

700 600 500 400 300 200 100 0

BindingPenergyP(eV)

CP1sOP1s

Untreated
Post-anneal

Figure 5.1: Offset survey spectra of the In-polar c-plane sample before (black)
and after (red) surface preparation, showing a large reduction in the C 1s and
O 1s peaks.

was observed at 119.3 eV from the c-plane surface, shown in Figure 5.3. It

was also noted that the absence of a feature close to the Fermi edge in the

valence band XPS spectra indicated an absence of metallic indium droplets at

the surface, which may be caused by some surface cleaning treatments.

Following initial XPS measurements of core level peaks and determina-

tion of the separation of the VBM and surface Fermi level (ξ), the prepared

sample was then exposed to sulfur from an electrochemical cell. A schematic

of the cell design, first described by Wagner [95], is shown in Figure 5.4. The

cell consists of a silver sheet, a AgI pellet, a Ag2S pellet and a platinum mesh

as the anode. The glass pistons are pressed into the cell using springs to ensure

good electrical contact as the vaporisation of sulfur causes the volume of the

cell to decrease. The cell is heated to 200 ◦C, to allow mobility of the Ag+

ions within the Ag2S pellet, before a potential is applied across the cell. In

the Ag2S pellet, both the Ag+ ions and the electrons are mobile, maintaining

a constant Ag/S ratio through the pellet. Silver may be added to, or removed

from the Ag2S pellet by passing a current across the cell. In the setup shown,
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Figure 5.3: LEED image of the cleaned In-polar c-plane InN sample, showing a
clear (1×1) pattern, recorded with an incident electron beam energy of 119.3 eV.
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Figure 5.4: Schematic of the electrochemical cell used to deposit sulfur on the
surface of the InN samples. With the cell heated to 200 ◦C, applying a potential
across the cell allows Ag to be added to or removed from the Ag2S pellet. When
the Ag concentration decreases to a critical value, sulfur sublimes on the surface
and vaporises into the vacuum chamber.
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silver is removed from the pellet. Once the Ag/S ratio has decreased to a crit-

ical amount, liquid sulfur is formed as a new phase. Under UHV conditions

and at 200 ◦C, the sulfur vaporises and fills the vacuum chamber, with the

rate of sulfur arriving at the surface of the InN sample varying as a function

of the pressure of the sulfur vapour. The sulfur vapour has been shown to be

almost entirely composed of S2 molecules [96].

5.3 Results and analysis

5.3.1 a-plane InN

The initial valence band XPS measurements from the cleaned sample showed

a VBM to surface Fermi level separation of ξ = 1.40±0.05 eV and the Fermi

level was found to lie 0.47 eV above the CBM using the calculations outlined in

section 3.2. Sulfur was deposited on the sample using the electrochemical cell

described above, with the sample at room temperature. XPS measurements

were then taken between depositions of sulfur to show the evolution of the

electronic structure of the surface as the total exposure increased. The mea-

surements taken after 270 L of sulfur exposure show a slight charging effect

thought to be due to the sample becoming slightly dislodged in the transfer

process. This only affected one set of XPS measurements. In this case, the

position of the Fermi level is calibrated using the C 1s peak positions rela-

tive to those of the measurements for the clean sample and for the sample at

the preceding and succeeding exposure times. The binding energy scale was

shifted by the average difference in binding energy with these C 1s peaks, and

the larger error bars reflect the range of values of these peaks. The valence

band spectra indicated a gradual decrease in ξ, of up to 0.26±0.05 eV for the

greatest exposure, shown in Figure 5.5. The rate of decrease of ξ appears to

slow after ∼600 L, implying that a minimum ξ has been reached. This could

be due to a saturation of sulfur on the surface, such that further bonding of

sulfur to indium is prevented, or that most of the unoccupied donor-like states

at the surface have been occupied.

By applying the space charge calculations outlined in chapter 3, a grad-

ual reduction in band bending from 0.28 eV to 0.02 eV is observed over the
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Figure 5.5: a-plane sample (a) valence band spectra during the sulfur deposition
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sulfur exposure. Starred (∗) and red data indicates sample charging, where
binding energy was referenced from the C 1s peak.
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duration of sulfur exposure, and these are shown in Figure 5.6. The near-flat

bands observed after 1170 L exposure implies that a complete removal of the

electron accumulation layer has been achieved for this sample. As the sample

appears to exhibit no electron accumulation layer at the highest exposure to

sulfur it is inferred that the reason for the decreased rate of reduction of ξ

observed in Figure 5.5(b) is due to the occupation of most of the donor-like

states.

Supporting evidence for the significant reduction in the electron ac-

cumulation can be observed in changes in the In 3d peaks. If the surface

electron accumulation is decreasing, it would be expected that the full-width

at half-maximum (FWHM) of the asymmetric peaks would decrease due to a

reduction in conduction band plasmon losses [73]. For the electron densities

considered, the plasmon energy is of the order of 250-400 meV [49, 73]. This

decrease is indeed observed during deposition of sulfur on InN, despite the

broadening which would be expected due to the chemical shift of In–S bonds.

The In 3d5/2 peaks and FWHMs are shown in Figure 5.7 and Table 5.1, and

show a reduction from 1.49±0.05 eV on the untreated sample to 1.25±0.05 eV

after 1170 L of sulfur exposure.

Looking at the S 2p region of the XPS spectra after 90 L exposure

to sulfur (Figure 5.8(a)), fully constrained doublet peaks are fitted to the

spectra using the method described in section 2.1.1, with the binding energy
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of the peaks indicative of In–S–S–In bonds at 161.8 eV [88]. There is also

a component due to elemental sulfur observed at 163.5 eV. No bonding of

sulfur to oxygen was observed. After the final deposition of sulfur on the

surface, another bonding environment due to In–S–In bonding was observed

at 161.2 eV, as shown in Figure 5.8(b).

With the data gathered at intervals throughout the sulfur deposition

process, it is possible to show the development of each of the peaks representing

the bonding environments as a function of exposure to sulfur. This is done

by normalising the S 2p region spectra to the background level to account

for (slight) variations in x-ray flux between scans. The peak area of each of

the doublet peaks can then be plotted against sulfur exposure, as shown in

Figure 5.9(a). The percentage of each bonding environment within the S 2p

region can also be plotted in this way (Figure 5.9(b)).

Considering Figure 5.9 and Table 5.1, one can clearly see that initially

the In–S–S–In bonding environment is preferred. The S–S bonds then break

as more sulfur is deposited, and the In–S–In bonds become more favourable.

However, both bonding environments contribute to the reduction of unoccu-

pied donor-like states at the surface resulting in a lowering of the electron

accumulation. After this point, the trend slowly reverses as ξ stabilises. The

amount of elemental sulfur on the surface slowly increases throughout the de-

position of sulfur. Its effect is unknown, however, it may be drawing electrons

away from the accumulation layer due to its high electronegativity relative to

In (Pauling scale 2.58 vs. 1.78 for In [62]).

Table 5.1: Summary of changes in ξ, In 3d FWHM and sulfur bonding envi-
ronments with the deposition of sulfur onto the a-plane InN sample, showing a
decrease in plasmon losses associated with surface electron accumulation. * In-
dicates slight sample charging (binding energy referenced to C 1s peak).

Exposure (L) ξ ±0.05 (eV)
In 3d FWHM
±0.05 (eV)

In–S–In % In–S–S–In %

0 1.40 1.49 — —
90 1.22 1.31 0 88
270* 1.28 1.35 0 75
450 1.26 1.24 40 33
630 1.17 1.23 38 29
1170 1.14 1.21 27 35
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Figure 5.8: S 2p region of the XPS spectrum after (a) 90 L and (b) 1170 L of
sulfur exposure to the InN a-plane sample. Doublet peaks were fitted at pre-
viously observed [66–68] values corresponding to In–S–In bonding (∼161.0 eV),
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Figure 5.9: Development of the areas of (a) the different bonding environment
components and (b) as a percentage of the total S 2p peak area as sulfur expo-
sure is increased. Initially, only In–S–S–In bonding is observed, with this being
partially replaced by In–S–In bonding after 450 L. The amount of elemental
sulfur at the surface increases steadily throughout the sulfur exposure.
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5.3.2 In-polar c-plane InN

For the In-polar c-plane sample a similar procedure was carried out as detailed

above for the a-plane sample. Initial valence band spectra indicated that ξ was

1.42 eV prior to sulfur deposition and the Fermi level was found to lie 0.11 eV

above the CBM, indicating a band bending of 0.66 eV. This band bending

was much greater than for the a-plane sample, due to non-intrinsic nature of

the In-adlayers on the a-plane surface [53, 97], and led to a significantly larger

(relative to the bulk) electron accumulation layer. Sulfur deposition took place

with the sample held at 200 ◦C in an effort to increase uptake and mobility

of sulfur on the surface [93]. XPS measurements were also taken at more

frequent intervals throughout the sulfur deposition to provide more insight

into the interplay between various bonding configurations on the surface.

Figure 5.10(a) shows the valence band region of the sample as a function

of sulfur exposure, illustrating the decrease in ξ (Figure 5.10(b)). These data

have been fitted with an exponential and a double exponential lineshape of

the forms

ξ = A0 + A1 exp

[
− x

γ1

]
(5.1a)

and

ξ = B0 +B1 exp

[
− x
τ1

]
+B2 exp

[
− x
τ2

]
(5.1b)

respectively, where x is the exposure to sulfur, and Ai and Bi are energy

constants and γ and τi are exposure constants for process i. Exponential

equations were chosen for the fit because the rate of reduction in ξ diminishes

as sulfur exposure increases. The two fits give χ2 values of 0.0036 and 0.0021

respectively, indicating that the difference between them is not statistically

significant when considering the additional degrees of freedom in the double

exponential fit. However, in this chapter the double exponential fit will be

proposed as a plausible model in light of additional information presented.

The presence of two exposure constants in the double exponential fit would

imply the presence of two processes involved in the decreasing of ξ through

the addition of more sulfur to the InN surface, which will be looked at more

closely later in order to justify this choice of lineshape. The total decrease in ξ

was found to be 0.23±0.05 eV, effectively the same as for the a-plane sample.
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Figure 5.10: (a) Normalised valence band spectra for the In-polar c-plane sample
during the sulfur deposition, showing a decrease in binding energy for the leading
edge as sulfur exposure increased, and (b) the separation of the VBM and the
Fermi level plotted with respect to sulfur exposure. This has been fitted with a
single (blue) and a double (red) exponential, given in Equation 5.1.
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Through the theoretical methods detailed in chapter 3, band bending

and charge carrier concentration as a function of depth were calculated for the

sample at intervals throughout the sulfur deposition process. These calcula-

tions reveal a reduction in surface electron sheet density from 4.61×10−13cm−2

to 2.21×10−13cm−2, a reduction in the electron accumulation of ∼55 % – much

larger than any previous attempts at reduction on polar n-type InN, and are

shown in Figure 5.11(a). Although the total reduction in band bending was

the same as for the a-plane sample, the position of the Fermi level above the

CBM in the bulk is much higher for the c-plane sample, therefore the initial

band bending was much greater (0.66 eV as opposed to 0.28 eV). A narrow-

ing of the In 3d peaks was also observed as a consequence of the reduction

in conduction band plasmons, which is shown in Figure 5.12 and Table 5.2.

A greater comparison between the two surfaces studied will be explored in

subsection 5.3.3.

Inspecting the S 2p region after a sulfur exposure of just 6.6 L, Fig-

ure 5.13(a) reveals that the main bonding environment present is In–S–In,

with a small amount of In–S–S–In bonding also present. However, after the

final deposition of sulfur, In–S–S–In bonding is the dominant environment,

with elemental sulfur also present (Figure 5.13(b) and Table 5.2). A steady

increase in amorphous elemental sulfur is proposed as the reason for a de-

crease in spot intensity from LEED images (not shown) taken throughout the

deposition process.

Analysing the S 2p peak areas in the same way as for the a-plane

sample, it becomes evident that the interaction of sulfur with the In-polar c-

plane sample is very different (Figure 5.14(a)). The initial bonding is largely

In–S–In, however, the proportion of this environment decreases after 6.6 L

and is replaced as the dominant component by In–S–S–In bonding. After an

initial rapid change in dominant bonding environment, the ratio of the peaks

corresponding to In–S–S–In bonded sulfur to In–S–In bonded sulfur settles at

approximately 5.7 : 1 as the number of indium atoms on the surface available

for sulfur atoms to bond to reduces. Elemental sulfur on the surface was

also observed to increase slowly as the total sulfur exposure increased. This

information can then be used in conjunction with the data from the valence

band region to gain an overall picture of the processes at work.
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Figure 5.11: Numerically calculated (a) band bending and (b) charge carrier
concentration profiles at the surface of the In-polar c-plane InN sample at var-
ious stages during sulfur deposition. A decrease in band bending and charge
carrier concentration at the surface is observed as sulfur exposure is increased.
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peak is attributed to a decrease in plasmon losses caused by electrons in the
electron accumulation layer. A selection of points are shown for clarity.

Table 5.2: Summary of changes in ξ, In 3d FWHM and sulfur bonding environ-
ments with the deposition of sulfur onto the In-polar c-plane InN sample.

Exposure (L) ξ ±0.05 (eV)
In 3d FWHM
±0.05 (eV)

In–S–In % In–S–S–In %

0 1.42 1.29 — —
6.6 1.34 1.16 67 33
20 1.3 1.12 40 47
38 1.27 1.09 30 55
58 1.24 1.08 25 61
79 1.25 1.06 17 67
115 1.25 1.08 19 64
209 1.23 1.07 17 65
290 1.24 1.07 15 67
371 1.19 1.07 12 69
493 1.23 1.07 12 68
628 1.23 1.06 13 68
763 1.19 1.08 13 69
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Figure 5.13: S 2p region of the XPS spectrum after the (a) 6.6 L and (b) 763 L
in-situ exposure of sulfur to the c-plane InN sample. As for the a-plane sample,
doublet peaks were fitted at previously observed [66–68] values corresponding
to In–S–In bonding (∼161.0 eV), In–S–S–In bonding (∼162.0 eV) and elemental
sulfur (∼163.5 eV).
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In Figure 5.10(b), a double exponential of the form shown in Equa-

tion 5.1 was used to fit the decrease in ξ as sulfur exposure increased. The

values assigned to the constants during the fitting procedure are as follows:

• τ1 = 12.4 L

• τ2 = 305 L

• B0 = 1.20 eV

• B1 = 0.152 eV

• B2 = 0.061 eV.

One exposure constant, τ1, can easily be assigned to the decrease in surface area

of the sample where a sulfur atom may arrive to form a bond with two indium

atoms due to the rapid onset and subsequent decrease in Figure 5.14(a). It is

proposed that the process related to the second exposure constant, τ2, is due to

the formation of the In–S–S–In bonds through the addition of an extra sulfur

atom to an In–S–In environment, though understanding the precise structural

details of this process requires additional density functional theory (DFT) and

scanning tunnelling microscopy (STM) studies. Such an approach will:

• resolve where the sulfur atoms sit on the surface;

• determine the point at which In–S–S–In bonding becomes more energet-

ically favourable due to a lack of indium atoms available;

• determine the sticking factor for sulfur atoms joining the In–S–In envi-

ronment.

The energy constants B1 and B2 indicate the total decrease in ξ due to their

respective processes, such that τi is the total sulfur exposure required for pro-

cess i to reduce ξ by an amount (Bi − Bi/e). From the values of τi and Bi

it can be seen that the formation of In–S–S–In bonds at the surface results

in a greater decrease in ξ than the initial In–S–In environment, though this

process requires a higher coverage of sulfur atoms.

The other energy constant, B0, is a minimum for the value of ξ achiev-

able for this sample and corresponds to a reduction in band bending of 0.24 eV.

It is thought that this value is related to various factors, such as the number

of adsorbates on the surface (as the sample was not completely free of contam-

ination), how well ordered the sample is, and the smoothness of the sample
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(as roughness increases the surface area of the sample and thus the places

where sulfur can bond to indium atoms). However, from these experiments it

is not possible to determine an accurate theoretical minimum achievable value

for B0.

5.3.3 Comparison of a-plane and In-polar c-plane InN

By comparing the results for the a-plane sample with those for the In-polar c-

plane sample, the total decrease in ξ is effectively the same in both cases. This

is despite the fact that the interaction of sulfur at both surfaces is clearly very

different when comparing preferential bonding configurations (see Figures 5.9

and 5.14). On the In-polar c-plane, In–S–In bonds are formed initially, and

are replaced by In–S–S–In bonds, however, the inverse happens on the a-

plane sample. This is due to differing interatomic spacings and arrangements

between indium atoms at the different surfaces. The surface reconstruction

of In-polar c-plane samples has primarily been investigated through photoe-

mission and co-axial impact collision ion scattering spectroscopy (CAICISS),

however, little is known about the termination of the a-plane surface, except

the presence of ∼3 monolayers of indium adlayers [52]. A comparison of the

peak positions shows that S–In interlayer separation or sulfur adsorption sites

on the a-plane surface are different from those on the In-polar c-plane sur-

face, with the binding energy of the In–S–In component is slightly lower for

the c-plane sample (160.9±0.1 eV instead of 161.3±0.1 eV). This is due to

the proximity of valence electrons to the each sulfur atom which are able to

more efficiently screen the core hole left by a photoelectron, thus reducing its

binding energy. As the binding energy of the In–S–In component for the c-

plane sample is shifted as such, it can be inferred that the sulfur atoms in this

environment have a greater overall proximity to the In adlayers. However, a

complete picture of differing sulfur adsorption sites on these surfaces requires

a structural investigation using techniques such as DFT, CAICISS, medium

energy ion scattering (MEIS) and LEED intensity-voltage curve analysis.

From the values obtained for the constants in Equation 5.1, it is inferred

that In–S–S–In bonding produces the largest reduction in ξ. If this can be

extended to the a-plane sample, then it would imply that as In–S–S–In bonding
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is replaced by In–S–In bonding, this would slightly reduce the reduction in

ξ. Looking again at Figure 5.5(b) (and ignoring the possibly erroneous data

point from sample charging), after 450 L of sulfur exposure, ξ is greater than

at 90 L exposure. This coincides with the point in Figure 5.9 where In–S–S–In

is replaced by In–S–In bonding, supporting the idea that In–S–S–In bonding

produces a larger reduction in ξ and band bending than the formation of

In–S–In bonding.

5.4 Conclusions

In this investigation, a series of sulfur depositions were carried out on HCl-

etched a-plane and In-polar c-plane InN surfaces using an electrochemical

cell to perform controlled sulfur exposure. In both cases, the valence band

XPS showed that the separation of the VBM and Fermi level, ξ, decreases by

∼0.25 eV due to sulfur forming In–S–In and In–S–S–In bonds at the surface.

For the a-plane sample, where the bulk Fermi level lay much higher above

the CBM due to its higher electron concentration, this eliminated the band

bending observed on the post-etching sample. On the In-polar c-plane sample

a 55 % reduction in electron accumulation was observed but flat bands were

not achieved.

On the a-plane sample, In–S–S–In bonding dominated before being re-

placed with In–S–In bonding, whereas on the In-polar c-plane sample the

inverse was observed. The binding energy of the In–S–In component for the

a-plane sample was also higher than for the In-polar c-plane sample, provid-

ing evidence of differing adsorption sites between the two surfaces investigated.

It was also discovered that In–S–S–In bonding had a greater effect in reduc-

ing ξ than In–S–In bonding on the c-plane sample, and from initial analysis

this appears to also be the case for the a-plane sample. This method of sul-

fur deposition has therefore produced a greater reduction in ξ than previous

chemical/ex-situ treatments, while also demonstrating the optimum bonding

environments for the sulfur atoms. Further work on structure using LEED

intensity-voltage curves, CAICISS, STM and DFT is required to truly under-

stand structural effects.
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Chapter 6

Summary and Conclusions

This thesis has investigated the modification and control of the electronic

properties of the a-plane and In-polar c-plane surfaces of n-type InN. The

surfaces of InN exhibit a strong downward band bending due to an extremely

low CBM at the Γ-point, leading to the formation of an electron accumulation

layer that is prohibitive for several device applications [20–22]. This electron

accumulation layer is a feature of both n- and p-type InN and has been the

subject of several studies. It has been observed that In adlayers form at the

surface post-growth due to defects, creating donor-like defects which cause the

observed strong band bending [25]. While the absence of adlayers and electron

accumulation for a-plane InN has been observed directly after growth [97],

to date only an in-situ cleaving of the a-plane surface has been shown to

remove the In adlayers and associated electron accumulation layer once they

have formed [54], as DFT studies have predicted that the adlayers are not

intrinsic to this surface [53]. Other techniques attempted for the reduction of

this electron accumulation layer have focussed on the deposition of the highly

electronegative sulfur on the surface via the ex-situ technique of immersion in

(NH4)2Sx solution [66–68]. These surface treatments have met with moderate

success, with sulfur bonds with indium reducing the number of unoccupied

donor-like states in the In adlayers and reducing band bending by 0.15 eV,

corresponding to a 30 % (70 %) decrease in the electron accumulation for n-

type (p-type) InN surfaces. Sulfur treatment has also been shown to be stable,

with no increase in band bending following a month of atmospheric exposure.

In this thesis XPS and Hall effect measurements have been performed to
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examine two methods of sulfur treatment on two different InN surfaces. Initial

experimental results from treating In-polar c-plane samples in S2Cl2 solution

presented in chapter 4 showed promise, with reductions in electron accumu-

lation of up to ∼53 % observed. However, due to the ex-situ nature of this

technique, investigations into the development of sulfur bonds and removal of

the oxide layer were inhibited by the many parameters involved in ex-situ im-

mersion of a sample into a solution. The results of this experiment highlighted

the need for an investigation with greater control and reproducibility into the

interactions of sulfur with InN surfaces in the absence of large amounts of

atmospheric contamination. To this end, investigations detailed in chapter 5

using XPS were made into the effects of in-situ deposition of sulfur on InN

surfaces using an electrochemical cell. A reduction in band bending of 0.27 eV

and 0.23 eV were observed following sulfur deposition on the a-plane and In-

polar c-plane surfaces respectively, supported by analysis of the In 3d5/2 peak

FWHMs showing a reduction in plasmon losses associated with the electron

accumulation layer. Using the space charge calculations outlined in section 3.2,

it was found that this completely removed the electron accumulation layer for

the a-plane sample and produced a 55 % reduction at the c-plane surface,

which had a larger initial band bending.

The in-situ deposition of sulfur has the advantage over other sulfur

treatment techniques that the sample can be studied at intervals throughout

the process, giving a detailed insight into the interaction of sulfur atoms at the

surface. Indeed, sulfur bonds to indium in the form of In–S–In and In–S–S–In

environments were observed, though the preferential bonding configurations

differed between the a-plane and In-polar c-plane samples. For the a-plane

sample, it was observed that initially an In–S–S–In environment was preferred,

however, after 270 L of sulfur exposure this was replaced by In–S–In bonding.

On the c-plane sample, the inverse was observed, with the change occurring

much earlier, after only ∼20 L of sulfur exposure. For the c-plane sample,

the relationship between the position of the surface Fermi level and the sulfur

exposure was most accurately modelled using a double exponential, with the

constants showing that two processes were at work to reduce the surface Fermi

level. This was ascribed to the In–S–In and In–S–S–In bonding environments

and showed that although the In–S–S–In bonds required more exposure to
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form, they acted to reduce the surface Fermi level further than for In–S–In

bonding. The exponential fit also indicated the presence of a limit to how far

the surface Fermi level could be lowered by depositing sulfur, however it may

be possible to reduce that limit through surface preparation techniques.

The structure of the In adlayers has been studied for the In-polar c-

plane surface, however it not yet been resolved for a-plane surface. In this

study it was observed that the binding energy of the XPS peaks corresponding

to In–S–In bonding in for the a-plane sample were at higher binding energy

than for the c-plane sample, indicating a lesser proximity of valence electrons

to screen the core hole left by each emitted photoelectron. This could imply a

larger interlayer spacing for the adlayers on the a-plane sample, though further

structural studies are required in order to draw firm conclusions.

6.1 Future Directions

As mentioned previously, in order to fully understand the favourable sulfur

bonding environments and their effect on the surface Fermi level would require

techniques such as DFT, STM and ion scattering techniques. However, the

large reduction in band bending observed using the in-situ sulfur deposition

for both the a-plane and In-polar c-plane samples shows that this method

is promising for device surface preparation. In addition, it is already known

that the sulfur content of (NH4)2Sx solution varies between manufacturers

and can have a great effect on experimental results [98]. Through a greater

understanding of the interaction of sulfur at the surface it may be possible to

engineer solutions with optimal sulfur content to further reduce the surface

Fermi level.
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