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#### Abstract

We test how regret and maximum price shape the propensity to realise stocks, on a large discount brokerage dataset containing US households' trading records between 1991 and 1996. First, we reject the hypothesis that investors stop at a threshold, which means they do not sell a stock on the day when the maximum or the minimum unfold. Only $31.6 \%$ of the gains are sold on the day when the maximum realises and $25.8 \%$ of the losses are sold on the day when the minimum realises. We find that more sophisticated and younger investors are more likely to follow a threshold strategy. Second, we find that investors are more likely to sell a stock for a gain in a moment closer in time to maximum occurrence and at a price further from the running maximum price of the stock in the investment episode. This cannot be rationalised through dynamic Regret Theory when the agent is only focused on past forgone prices but can be rationalised through anticipated regret, with the agent anticipating future potential regret. The propensity to sell a gain steadily declines a short time after the maximum occurred. We suggest that traders might regret not selling at a time close to the maximum day and hold onto the stock if a long time has passed.


Keywords: Regret Theory, Trading, Threshold, Maximum Price
JEL Codes: C55, D90, G40

[^0]
## 1 Introduction

Our work contributes to two broad fields: decision making and empirical analysis of the behaviour of financial investors. First, we test an extension of Regret Theory (RT), one of the most successful theories of decision under risk (Loomes and Sugden, 1982; Bleichrodt and Wakker, 2015, Strack and Viefers, 2019). Second, we add to the literature on the behavior of individual investors (see Barber and Odean, 2013 for a comprehensive review of the topic). We test an application of Regret Theory to dynamic decisions (Strack and Viefers, 2019), in the context of financial trading decisions. There, Strack and Viefers (2019) show that an Expected Utility (EU) agent would always stop at an optimal threshold. It means that she would never sell at a price lower than a price at which she previously had the possibility to sell the stock. A Regret Theory agent does not necessarily stops at a threshold when deciding to sell a stock and her propensity to sell increases as the price of the stock increases and decreases as the distance from the past maximum, since purchase, increases. We test those predictions on the LDB dataset (Odean, 1998, 1999; Dhar and Zhu, 2006; Barber and Odean, 2013).

First, we test if investors stop on the day when the maximum realises for gains and on the day when minimum realises for losses and we find that only $31.6 \%$ of trading episodes in the gain domain and $25.8 \%$ of trading episodes in the loss domain are stopped on the day when maximum and minimum unfold, respectively. The discrepancy in the two figures is a corollary of the the disposition effect, the higher propensity to realise gains with respect to losses (Shefrin and Statman, 1985, Odean, 1998).

Second, we characterize those traders who are more likely to stop on the day when maximum or minimum realise (stop at a threshold) and build some links with the literature on trading decisions and individual characteristics (Shapira and Venezia, 2001; Dhar and Zhu, 2006; Seasholes and Zhu, 2010; Korniotis and Kumar, 2011, 2013). We adopt a negative binomial regression to model the rate at which investors stop at a threshold and find that sophisticated investors and active traders are more likely to follow a threshold strategy and affluent and older investors are less likely to follow a threshold strategy. Males are more willing to realise losses at a threshold than females.

Most importantly, we investigate the impact of the past maximum of a stock, since the stock was purchased, on the propensity to sell that stock. We model the time to sell using a proportional hazard model (Cox, 1972). This method has the advantage of assessing the impact of the covariates over the entire time axis. A proportional hazard model incorporates all the information accumulated in time for a given episode. We take into account both the distance in price from the past maximum and the distance in time from the maximum
realisation day and the return of the stock. Consistent with Strack and Viefers (2019) we find that investors are more likely to realise a gain, the higher is the return.

In a Dynamic Regret Theory setting, when the agent is only concerned with regret about past forgone decisions, the propensity to sell decreases as the distance from the past maximum increases. The idea is that, ceteris paribus, if the price of the stock is further from the past maximum, the regret is higher and the investor will be less likely to stop. Figure 1 helps clarifying the point. The Utility of an Expected Utility agent only depends on the level of the price, hence it would be the same at any time the price hits the level highlighted in red. A Regret Theory agent would experience a higher Utility by selling the stock the first time the price reaches the price in red (left arrow in blue) than the second time (right arrow in blue). However, we find that the relationship of the propensity to realise a gain with the distance in price from the past maximum follows an inverse U-shape. It peaks when the distance in price is low but it decreases when it gets very low.


Figure 1: Example of a threshold investment strategy. Example of a threshold investment strategy. The upper threshold is highlighted in red. The Utility of an Expected Utility agent only depends on the level of the price. A Regret Theory agent would experience a higher Utility by selling the stock the first time the price reaches the threshold (left arrow in blue) than the second time (right arrow in blue).

We also take into account the distance in time from the past maximum. We find a strong and clear pattern: investors are less likely to sell a winning stock, the further in time the maximum price occurred. Moreover, we investigate the relation between distance in price
and distance in time from the past maximum and find that, when the distance in time is low, investors are more likely to realise a gain, the higher is the distance in price from the past maximum. We suggest that a panic effect is the main force leading to the realisation of a stock. This finding can be rationalized with the experimental evidence in Fioretti et al. (2018). Investors anticipate regret about the future and decide to realise the stock to avoid experiencing an even higher regret in case the stock price keeps decreasing.

Regret theory has already been used to explain several phenomena in finance and economics: asset pricing and portfolio choice (Gollier and Salanié, 2006; Muermann et al., 2006, personal insurance market (Braun and Muermann, 2004), why people tend to invest too little in stocks (Barberis et al., 2006), hedging with respect to currency risk (Michenaud and Solnik, 2008) and the disposition effect (Muermann and Volkman, 2006).

We are the first to perform a test of dynamic regret on empirical data. There have been three attempts to study dynamic regret in a laboratory setting. Our closest predecessor is Strack and Viefers (2019). They extend Regret Theory to dynamic trading decisions and test their predictions in a laboratory experiment. As we said, they show that an Expected Utility agent would find it optimal stopping at a threshold and her propensity to sell would not be influenced by the distance from the past maximum. A Regret Theory agent does not necessarily stops at a threshold and her propensity to sell would be increasing in the price of the stock and decreasing in the price distance from the past maximum. Their predictions are respected by subjects in the laboratory. They find that agents do not follow a threshold strategy, which means they stop at a level where they decided to continue before. Agents are more willing to stop the higher the level of the price and they are less willing to stop the higher the maximum level of the price. Fioretti et al. (2018) perform a stock market experiment, where the participants know beforehand whether they will observe the future prices after they sell the asset or not. When future prices are available, investors avoid regret about expected after-sale high prices (future regret). Descamps et al. (2016) study how regret influences information sampling. Participants deviate from the optimal strategy in a systematic manner: information is either mostly over-sampled or mostly under-sampled, depending on the cost of information.

There are several papers linked to the idea that the maximum point of a price process has an effect on agents' behaviour. First of all, Grinblatt and Keloharju (2001) show that high recent past returns of stocks tend to increase the propensity to sell of the investors and the propensity to sell is higher when a stock hits its last month maximum price. Heath et al. (1999) show that the exercise of an option is higher when the price of the underlying stock is above its last year's peak. Barber and Odean (2008) and Huddart et al. (2009) find that trading volume is high around both last year maximum and minimum. Finally, an
experimental paper by Baucells et al. (2011) investigates the impact of the highest level in a stream of payoffs on the formation of the reference point and find that the maximum price has a positive but weak effect on the formation of the reference point.

## 2 Data and methodology

The Large Discount Brokerage dataset (referred to as the LDB Dataset) is well established in the economic literature (Odean, 1999; Barber and Odean, 2000, 2001; Coval et al., 2005; Ivković and Weisbenner, 2005; Ivković et al., 2008; Seasholes and Zhu, 2010; Korniotis and Kumar, 2011, 2013; Huang, 2019). It contains information on trading activities of individual households in the USA from January 1991 to November 1996. We use two different samples of the data for the two sections of our analysis. We are going to explain the details of all our choices. Some of the data preparation steps are common between the two specifications and we will describe them here. We obtain price data from the CRSP (Centre for Research in Security Prices) of WRDS (Wharton Research Data Services). We exclude those stocks for which we were not able to recover price information. We remove investor-stocks records if at least one of the entries has negative commissions (which may indicate that the transaction was reversed by the broker). We remove from the sample investor-stocks that include shortsale transactions or that have positions that were opened before the starting point of our dataset. We remove those trades where the buy and sell dates coincide (Ivković et al., 2005; Ben-David and Hirshleifer, 2012).

The starting point of an investment is the first time an investor buys a stock or any time she buys it without the stock being present in the bank account at that time. The end point of an investment is the first sale date after that buy date as the end point of the investment (Shapira and Venezia, 2001; Brettschneider and Burgess, 2017). We define an episode as all the day-stock information between a buy and a sell date. An episode is classified as a gain if the selling price is higher or equal than the buy price. It is classified as a loss otherwise.

We now introduce a variable: the distance from the extreme at time $t, d_{t}$, which we will refer to as "distance". Time $t$ is defined in terms of trading days.

Definition 1. The distance from the extreme is defined as

$$
d_{t}= \begin{cases}\frac{t-t_{\text {max }}}{t}, & \text { if episode ends up as a gain }  \tag{1}\\ \frac{t-t_{\text {min }}}{t}, & \text { if episode ends up as a loss }\end{cases}
$$

where $t$ is the number of days since the episode started, and $t_{\max }$ and $t_{\min }$ are the days when the current maximum and minimum prices of the episodes realized, respectively. Hence,
$t$ is always bigger or equal than $t_{\max }$ and $t_{\min }$. These are calculated taking the starting point of an episode equal to $t=0$.

### 2.1 Threshold Investigation

We introduce the research question we will address in the corresponding subsection in Section 3.

- Do investors follow a threshold strategy? That is to say, do they stop on the day when maximum or minimum realizes?
- Which categories of investors are more likely to follow a threshold strategy?

Threshold strategy in the loss domain is not discussed from a theoretical point of view in Strack and Viefers (2019), hence our analysis is more agnostic than the one we make for the threshold strategy in the gain domain. We will assume that a threshold strategy is rational also for the loss domain.

We take into account episodes whose length is shorter or equal to 300 days from buy to sell date (209 trading days). We want to be sure we capture active trading decisions and that we are not looking at decisions of buy-and-hold long term investors (Benartzi and Thaler, 1995; Heath et al., 1999; Brettschneider and Burgess, 2017). We focus on the sample of bank accounts for which demographics are available. The sample is summarized in Table 1. An episode where the investor follows a threshold strategy is characterized by the condition $d_{T}=0$ where $T$ is the selling date for that episode. This is the proxy we are going to use to define a threshold strategy.

Definition 2. A trading episode is said to be a threshold strategy episode if $d_{T}=0$.
Definition 2 gives a necessary but not sufficient condition to define an investment as a threshold episode. However, since our aim is rejecting a threshold strategy, we are only adding more obstacles to our goal by taking into account a less stringent hypothesis. Being able to reject it would imply, a fortiori, that a threshold strategy does not hold.

In Table 1 we see the distribution of some statistics for our sample. We notice that they are in line with the idea that investors suffer from the disposition effect. In particular, $d_{t}$ is lower for gains than for losses. This is a signal that investors tend to realize gains quicker and have a strong aversion to realize losses at a minimum. Overall, the vast majority of trades does not adhere to a threshold strategy. That is shown in Figure 2. Our definition of threshold strategy applies only to $31.6 \%$ of episodes in the gain domain, and to $25.8 \%$ of trades in the loss domain.

Table 1: Summary Statistics for the sample used in the Threshold analysis. Gain refers to the sample where only investments which resulted in a gain are considered (return higher or equal than 0 ). Loss refers to the sample where only investments which resulted in a loss are considered. All considers those bank account where at least a gain and a loss were realised. Bank accounts are classified as Cash (the standard one), Keogh or IRA (two types of retirement accounts), Margin or Schwab (two sophisticated products available to investors). Client Segment: Affluent if at any point in time she has more than $\$ 100,000$ in equity, active if she makes more than 48 trades in any year and General for the residual individuals. If traders could be classified as both affluent and active they were classified as active traders.

|  | Gain | Loss | All |
| :--- | :---: | :---: | :---: |
| Percentage of Threshold Episodes | 0.316 | 0.258 | 0.293 |
| Number Bank Account | 15,624 | 11,390 | 8,674 |
| Mean Rate of Threshold Consistency per Bank Account | 0.275 | 0.216 | 0.257 |
| Median Rate of Threshold Consistency per Bank Account | 0.043 | 0 | 0.250 |
| Mean Number of Episodes per Bank Account | 4.640 | 3.954 | 11.493 |
| Median Number of Episodes per Bank Account | 2 | 2 | 6 |
| Number of Cash Bank Accounts | 2,591 | 1,812 | 1,218 |
| Number of IRA Bank Accounts | 2,798 | 1,674 | 1,227 |
| Number of Keogh Bank Accounts | 91 | 76 | 51 |
| Number of Margin Bank Accounts | 2,436 | 1,884 | 1,469 |
| Number of Schwab Bank Accounts | 7,708 | 5,944 | 4,709 |
| Number of General Traders | 10,368 | 7,080 | 5,085 |
| Number of Affluent Traders | 2,134 | 1,549 | 1,045 |
| Active Trader (num.) | 3,122 | 2,761 | 2,544 |
| Mean Age | 49.70 | 50.58 | 50.25 |
| Median Age | 48 | 48 | 48 |
| Mean Income per Bank Account | 6.219 | 6.224 | 6.213 |
| Median Income per Bank Account | 6 | 6 | 6 |
| Number of Females | 1,329 | 949 | 689 |
| Number of Males | 11,947 | 8,717 | 6,627 |
| Number of Not Professional Traders | 10,362 | 7,672 | 5,916 |
| Number of Professional Traders | 880 | 632 | 462 |
| Number of Traders with Other or unknown Occupation | 4,382 | 3,086 | 2,296 |

## Relative \# of days from maximum occurence



Figure 2: Rescaled distance in time from the extreme on selling day. Top: frequency of $d_{T}$, the rescaled distance in time from the maximum day calculated on the day when a sell for a gain took place. One observation per episode. Bottom: frequency of $d_{T}$, the rescaled distance in time from the minimum day calculated on the day when a sell for a loss took place. One observation per episode.

These are descriptive statistics which clearly hint that a threshold strategy is not consistently followed by our population of investors. In Section 3 we are going to investigate how the propensity to follow a threshold strategy changes at the individual level.

### 2.2 Maximum Investigation

Our second research question is:

- How does the propensity to sell a stock vary with respect to the three following variables?
- Level of the price;
- Distance in time from the day of running maximum realisation;
- Distance in price from the running maximum.

In this section we restrict our attention to a random sample of 13000 episodes. We look at a sample of investments which lasted no longer than 300 days ( 209 trading days) and resulted in a gain. The choice of restricting the sample to such a period comes from the fact that we want to guarantee the proportional hazard assumption holds and we base our estimation on the idea that investors attention does not span a very long period (Benartzi and Thaler, 1995; Brettschneider and Burgess, 2017). We restrict our attention to the gain domain since it would be difficult estimating the impact of the maximum price on the propensity to sell a stock for a loss, given that the maximum price would often coincide with the purchase price. Hence, it would be difficult to disentangle if a stock is being sold for being far from the past maximum or for being far from the purchase price. On top of that, Strack and Viefers (2019) test their predictions in a laboratory setting where stocks are on average in the gain domain (selling at a loss is a dominated strategy in their experiment). We exclude the $10 \%$ of most volatile episodes ${ }^{1}$. Since we are interested in how the propensity to sell a stock changes when the distance of the price from the past maximum increases, we did not want to focus on those trades where the likelihood of big intraday drops in price is high. The characteristics of our sample are summarised in Table 2 ,

We analyse the data using the proportional hazard ( PH ) model, developed by Cox (1972). Survival analysis models are widely used in medical research and they are relatively popular in demography and labour economics. They have recently been used in a series of financial applications (Ivković and Weisbenner, 2005; Deville and Riva, 2007; Jiao, 2015 , Brettschneider and Burgess, 2017).

[^1]Table 2: Summary Statistics for the sample used in the Maximum analysis.

| Number Bank Accounts | 8704 |
| :--- | ---: |
| Number Trading Episodes | 13000 |
| Mean Return per Episode | 1.19 |
| Median Return per Episode | 1.12 |
| Mean Length per Episode (trading days) | 68.07 |
| Median Length per Episode (trading days) | 52 |

The proportional hazard model is a semi-parametric model, aimed at describing the "time-to-event" of individuals. In our case the time to event is the time from the start to the end of an investment episode. It has the advantage of assessing the impact of the covariates over the entire time axis, while for example a logistic regression only evaluates the odds of the event/non event with respect to a fixed time. Informally, a PH model incorporates all the information accumulated in time for a given episode. A logistic regression would evaluate the information in a given day independently from the information on other days of the same episode. We now add more details to our discussion. In particular, we need to define some objects

Definition 3. Let $T$ be a non-negative continuous random variable, representing the time until the event of interest.
$F(t)=P(T \leq t)$ denotes the distribution function and $f(t)$ the probability density function of random variable $T$.
$S(t)=P(T>t)=1-F(t)$ is the survival function. It is the probability that a randomly selected individual will survive beyond time $t$. It is a decreasing function, taking values in $[0,1]$ and it equals 1 at $t=0$ and 0 at $t=\infty$.
$\mathrm{H}(\mathrm{t})=-\operatorname{logS}(\mathrm{t})$ is the cumulative hazard function.
The hazard function (or hazard rate) $h(t)$ measures the instantaneous risk of dying right after time $t$ given the individual is alive at time $t$.

In particular, we will fit a regression model where we evaluate the change in the hazard rate with respect to a set of covariates. That is to say, given a set of covariates $\mathbf{x}_{i}=$ $\left(x_{i 1}, x_{i 2}, \ldots, x_{i p}\right)$ measured for subject $i$, the following model is fit to the data

$$
h_{i}(t)=h_{0}(t) \exp \left(\beta^{t} \mathbf{x}_{\mathbf{i}}\right) ;
$$

with $\beta$, a $p \times 1$ vector of parameters and $h_{0}(t)$ which is the baseline hazard function (i.e. hazard for a subject $i$ with $\mathbf{x}_{\mathbf{i}}=\mathbf{0}$ ).

The proportional hazards assumption states that the ratio of the hazards of two subjects with covariates $x_{i}$ and $x_{i^{\prime}}$ is constant over time:

$$
\frac{h_{i}(t)}{h_{i^{\prime}}(t)}=\frac{\exp \left(\beta^{t} \mathbf{x}_{i}\right)}{\exp \left(\beta^{t} \mathbf{x}_{i^{\prime}}\right)}
$$

The Cox PH model is a semi-parametric model. It means that it leaves the form of $h_{0}(t)$ completely unspecified and it estimates the model in a semi-parametric way. Then, to estimate the model we maximize a partial likelihood. Finally, we should point out that we are estimating a model with time changing covariates so it is better to define it as

$$
h_{i}(t)=h_{0}(t) \exp \left(\beta^{t} \mathbf{x}_{i t}\right)
$$

To deal with unobserved heterogeneity we stratify the model based on the investor who holds the position. This means that each bank account has a different baseline hazard function, which can absorb any heterogeneity not captured by the model covariates Hence, the hazard function for the $i_{t h}$ position of the $j_{t h}$ bank account is

$$
h_{i j}(t)=h_{0 j}(t) \exp \left(\beta^{t} \mathbf{x}_{i j t}\right) ;
$$

where $\mathbf{x}_{i j t}$ is the covariate vector for the position. A final word should be spent on why we need to stratify at the bank account level. Possible reasons for there being a difference between investors include their preference for risk, their beliefs about the market (e.g. whether there is price momentum or not), their investment objectives and the particular strategy they are following. For example, some investors may trade very frequently and follow a strategy based on short term changes in stock prices. The holding periods of these investors will therefore be shorter than other investors in the sample. Differentiating investors baseline hazards can separate out this kind of differences from the effects of the covariates included in the model, that are common across all investors.

## 3 Results

### 3.1 Threshold strategy investigation

We already anticipated that we say that an investment episode respect a threshold strategy if it satisfies Definition 2, hence if the stock was sold on the maximum day for a gain or on the minimum day a loss. We already saw in Section 2 that the vast majority of trading episodes is not consistent with a threshold strategy. The unit of analysis in this section will
be the bank account, since we are interested in the rate of consistency with threshold for each bank account. In table 3 we analyse the rate of threshold consistency per bank account. We perform a negative binomial regression. The dependent variable in our negative binomial regression is defined as:

- $N_{g}$, the number of investments in a bank account which were realised on the day when the maximum since purchase price realised and resulted in a gain, for columns 1 and 2 of Table 3.
- $N_{l}$, the number of investments in a bank account which were realised on the day when the minimum since purchase price realised and resulted in a loss, for columns 3 and 4 of Table 3 ,
- $N=N_{g}+N_{l}$, for columns 5 and 6 of Table 3.

In columns 1 and 2 of Table 3 we only look at those bank accounts where at least an investment which resulted in a gain was recorded. In columns 3 and 4, we look at those bank accounts where at least an investment which resulted in a loss was recorded. In columns 5 and 6 , we look at those bank accounts where at least an investment which resulted in a gain and at least one which resulted in a loss were recorded. To control for the possibility that different investors completed different numbers of trading episodes, we take into account the logarithm of the number of completed episodes (completed gains, losses or all depending on the regression) as an offset. Hence, we measure how the rate of threshold consistency varies from one bank account to the other. We now introduce the covariates we are taking into account. They are all defined at the bank account level.

- Dummy for the account type: Cash Account which is a standard bank account, IRA and Keogh, which are two different types of retirement accounts, Margin accounts and Schwab One accounts (more sophisticated products available to the investors);
- Client Segment: Affluent if at any point in time she has more than $\$ 100,000$ in equity, active if she makes more than 48 trades in any year and General for the residual individuals. If traders could be classified as both affluent and active they were classified as active traders;
- Age in decades;
- Income is classified as a numeric variable which takes values from 1 to 9 and increases with income of the individua ${ }^{2}$.
- Gender;
- Occupation, we follow Dhar and Zhu (2006): non-professional if the trader has a "white collar/clerical", "blue collar/craftsman" or "service/sales" job; professional occupation if the trader has a "professional/technical" or "administrative/managerial" occupation; the residual category is everyone else ${ }^{3}$.

We see that investors with margin accounts and Schwab accounts are more likely to follow a threshold strategy. In particular, investors with margins accounts show a rate of threshold consistency which is, on average, $20 \%$ higher than cash accounts both for gains and for losses, separately (almost $30 \%$ when we consider the overall rate). Schwab account holders have a consistency rate which is around $10 \%$ higher than cash accounts for gains and around $15 \%$ for losses. If we believe that a threshold strategy is the rational choice for an investors, we see that more sophisticated investors (those who have margin accounts and Schwab accounts) are more likely to adopt it. This is in line with the idea that sophistication lowers investment biases (Grinblatt and Keloharju, 2001; Dhar and Zhu, 2006). Retirement accounts show a higher rate of threshold consistency than cash accounts but only when the overall rate is considered. Active traders have a higher rate of threshold consistency. That is especially true for losses ( 6 to $8 \%$ higher rate than general traders). That is to be expected since frequency of trading increases the chances that investors are constantly monitoring their investments. Consistency with threshold depends also on attention (Seasholes and Wu, 2007; Barber and Odean, 2008) since investors might lose the possibility to stop at a threshold because of inattention. Affluent traders are less consistent than general traders with a threshold strategy but the effect boils down when we take into account age. That is probably due to the fact that affluent traders are much older, on average, than general traders. Older investors are less likely to be consistent with a threshold strategy. Every ten years, the rate of threshold consistency decreases by around $8 \%, 4 \%$ and $7 \%$ in the gain, loss and overall sample. This finding can be linked to the idea that older individuals have lower decision making abilities and make worse financial decisions (Korniotis and Kumar, 2011; Bruine De Bruin, 2017). The higher is the income of the traders, the less likely they are to follow a threshold strategy. Males are more likely to follow a threshold strategy than

[^2]Table 3: Negative binomial regression for threshold strategy consistency. Odds ratios with $95 \%$ c.i. of a Negative Binomial regression where each observation corresponds to a bank account. The dependent variable is the number of times the investor stopped at a threshold in the gain, loss or overall. There is an offset equal to the number of episodes in the bank account (in the gain, loss, overall).

females for losses. Their rate of threshold consistency is $14.1 \%$ higher. We do not see any differences based on the occupation of the traders.

The take home from this section is that investors do not consistently follow a threshold strategy, in line with Strack and Viefers (2019). The main differences in threshold consistency are due to age, client segment and account type. Sophisticated investors and active traders are more consistent with a threshold strategy. Affluent and older investors are less consistent than general investors with a threshold strategy. Males are more willing to realise losses at a threshold than females.

### 3.2 Maximum price investigation

We can now focus on the main results of our work. First, we introduce the variables of interest. They are measured at the daily level. The buy date of any investment episode is date 0 . Every date is registered as the difference in trading days between that date and the buy date and denoted by $t$. Only the propensity to sell on days when the stock is trading above the buy price is estimated. That means that the information on those days in which the stock is trading at a loss is not incorporated in the estimate. We confine ourselves to estimate the propensity to sell for a gain. Hence, we thought it was not appropriate estimating the propensity to sell the stock on those days when it was trading at loss, since we constrained it to zero. To make a parallel with the medical literature, from which we borrow our estimation strategy, think about an allergy which we know can only occur during the spring. It would not make sense estimating the probability of occurrence based on the covariates measured during the winter. We define now our covariates of interest, measured at any given day $t$.

- Ratio to Max Price (Ratiomax) is the ratio of the daily closing price to the maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of the selling price to the maximum price in the episode. We split it into quartiles based on the stock-bank account-day distribution. Defined as low in the interval [0.349; 0.918]; medium-low in the interval (0.918; 0.957]; medium-high in the interval (0.957; $0.981]$ and high in the interval ( $0.981 ; 1]$.
- Distance is the rescaled distance from the occurrence of the running maximum date, as we defined it in definition $1, \frac{t-t_{\max }}{t} . t_{\max }$ is the day when maximum price between day 0 and day $t$ realised. We split it into tertiles based on the stock-bank account-day distribution. Distance is defined as low in the interval [0;0.07]; medium in the interval $[0.07 ; 0.34)$ and high in the interval $[0.34 ; 1]$;
- Return is the ratio of the daily closing price to the purchase price in the investment episode. On the selling date it is equal to the ratio of the selling price to the purchase price in the episode. We split it into tertiles based on the stock-bank account-day distribution. Defined as low in the interval $[0.58 ; 1.01]$; medium in the interval (1.06; 1.17]; high in the interval (1.17, 5.53].

We highlight that they are not fixed at the investment episode level, they are updated from day to day for any investment. We make an example for the Distance to clarify the point. Let's say we are observing an episode on day 10 and the maximum price since purchase occurred on day 5 . On day 10, the value of Distance will be $\frac{10-5}{10}=\frac{1}{2}$ and on day 11 it will be $\frac{11-5}{11}=\frac{6}{11}$. Then, if the maximum price on day 12 is higher that the maximum price registered on day 5 , Distance on day 12 will be equal to $\frac{12-12}{12}=0$ and so on, so forth. We rescale all the variables since we need consistency from one trading episode to another. Prices are really different from stock to stock. On top of that, we use the categorical version of the variables instead of using their continuous version for two reason. First, to take into account non linearity. Second, to have a model which could be analysed through proportional hazard technique. In our specification, the proportional hazard assumption is not violated for any of the models. On top of that, we are able to capture the main non-linear changes in the effect of the variables. In the appendix we repeat the analysis referring to the absolute distance in trading days from the maximum day. The most important implication of the proportional hazard assumption is that the effect of a covariate is constant in time. Whilst a violation of the assumption does not invalidate the model, it does significantly alter the interpretation. If an effect does change over time then the hazard ratio is only an average of this process, and if it changes a lot then this average can be misleading. When we take into account the absolute distance in trading days from the maximum day (see the appendix), the proportional hazard assumption no longer holds. That means that the effect of being one day after the maximum day has a different impact on the propensity to sell a stock, if the effect is evaluated for example on day 7 or on day 30 since purchase. That means that rescaling the variables was necessary. In particular, we find that the propensity to sell is the highest on the maximum day and up to two days after the maximum occurred, while it declines from the third day onwards (see the appendix)

In Table 4 we estimate three proportional hazard models where we take into account the effect of Ratiomax, Distance and Return. We stratify the baseline hazard at the bank account level, in order to take into account differences in the propensity to realise a stock due to fixed investors' characteristics and we control for time effects (month and year). We see that the propensity to sell is lowest when the stock is trading close to the maximum price. The probability of selling at a high Ratiomax is $28 \%$ lower than the probability of

Table 4: Proportional Hazard model of the hazard of selling a stock. Single covariates analysis. The event is the sale. Each day when the stock is not sold is a nonevent. Each observation is at stock-bank account-day level. Odds Ratios with c.i. Baseline hazard rate stratified at investor level. Clustered robust s.e. at bank account level. Ratio to Max Price is the ratio of daily closing price to maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of selling price to maximum price in the episode. Low [0.349; 0.918]; Medium-Low (0.918; 0.957]; Medium-High (0.957; 0.981]; High (0.981; 1]. Distance in Time from Max Day is the rescaled distance as defined in Definition 1. Low [0; 0.07]; Medium [0.07; 0.34); High [0.34; 1]. Return is the ratio of daily closing price to the purchase price in the investment episode. On the selling date it is equal to the ratio of selling price to the purchase price in the episode. Low $[1 ; 1.06]$; Medium (1.06; 1.17]; High (1.17, 5.53].

selling at other points. This contradicts the predictions of dynamic regret, when the agent is only focused on regret about past decisions. Propensity to sell peaks at a medium-high level of the Ratiomax but differences among low, medium-low and medium-high categories are not significant. We conclude that regret does not bite as we expected. Propensity to sell is the highest when the price is close but not extremely close to the maximum. The pattern for Distance is quite strong and clear. Propensity to sell is $12.3 \%$ lower at a medium with respect to a low Distance and $57 \%$ lower at high distance. To reconcile these findings with what we mentioned before referring to the absolute distance in days (see the appendix for a more detailed discussion), we notice that more than half of the times that the rescaled distance is low, it means that the distance from the past maximum is not greater than 2 days. We conclude that the propensity to sell a stock peaks in those few days around maximum realisation. We suggest that regret about past forgone opportunities, might be a channel to explain this finding. It is a different form of regret from the one discussed in Strack and Viefers $(2019)$. They only discuss the regret coming from selling at a price lower than the past maximum and they do not discuss how the distance in time from the maximum realisation shapes the propensity to sell. Here, we suggest that investors might experience regret from selling at a time further from the time when the maximum realised. Hence, the propensity to sell on a day further in time from the past maximum is lower because the regret experienced by the investor is higher. Higher returns increase the propensity to sell steadily. When returns are in the medium or high region (above $6 \%$ return) the rate of selling is around 3 times the rate of selling when the stock is in the Low return region (below 6\%). This confirms the predictions of Strack and Viefers (2019) and the evidence in Ben-David and Hirshleifer (2012).

Since the effect of Distance is very relevant in terms of both strength and explanatory power, we are interested in the interaction of it with the effect of Ratiomax. In the appendix we report the joint distribution of the two categories. At least $2 \%$ of stock-bank account-day observations fall in each category. From Figure 3 we can see that the interaction between Ratiomax and Distance leads to an interesting scenario. When the Distance is low or medium, the average percentage of selling days is the highest when Ratiomax is low. There is probably a panic effect, which can be framed as regret but is much deeper than what we described before. Investors are more willing to realise a gain when it is closest in time to maximum but furthest in price. If regret has role, it is through this channel. Investors regret selling at a time far from maximum. However, they sell as soon as the price decreases significantly. We can see this by looking at the fact that the percentage of sale days is $2.5 \%$ at high Ratiomax and low Distance and it is $4 \%$ at low price and low distance. Hence, it looks like anticipated regret of incurring higher losses is higher than the experienced regret given by the distance


Figure 3: Percentage of selling days for each combination of RatioMax and Distance. Percentage of selling days out of all stock-bank account-days per each category (0.95 c.i.). Ratio to Max Price is the ratio of daily closing price to maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of selling price to maximum price in the episode. Low [0.349; 0.918]; Medium-Low (0.918; 0.957]; Medium-High (0.957; 0.981]; High ( $0.981 ; 1]$. Distance in Time from Max Day is the rescaled distance as defined in Definition 11. Low [0; 0.07]; Medium [0.07; 0.34); High [0.34; 1].
in price from the past maximum. This is in line with the evidence of anticipated regret of Fioretti et al. (2018).


Figure 4: Odds Ratio Proportional Hazard model: RatioMax and Distance. Odds Ratio from a Proportional Hazard model of the hazard of selling a stock. Each Odds Ratio corresponds to the effect of being in a given category. The event is the sale. Each day when the stock is not sold is a non-event. Each observation is at stock-bank account-day level. Clustered robust s.e. at bank account level. Blue odds ratios are significantly different from $1(p<0.05)$, red are not. Proportional Hazard assumption valid at 0.05 level. Xu-O'Quigley $R^{2}$ is 0.095 . Concordance is 0.65 . Ratio to Max Price is the ratio of daily closing price to maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of selling price to maximum price in the episode. Low [0.349; 0.918]; Medium-Low (0.918; 0.957]; Medium-High (0.957; 0.981]; High (0.981; 1]. Distance in Time from Max Day is the rescaled distance as defined in Definition 11. Low [0; 0.07]; Medium [0.07; 0.34); High $[0.34 ; 1]$. The baseline category is "Low Distance and High RatioMax".

We fit a proportional hazard model where we take into account all the 12 combinations of Ratiomax and Distance categories. All categories in our regression are disjoint. The regression table is reported in the appendix. In Figure 4 we report the odds ratio of the 11 coefficients. The baseline category corresponds to "Low Distance and High Ratiomax", the ideal point to sell a stock, from an accounting perspective. We can see that all cases where Distance is low are clustered at the top, when we rank categories based on the propensity to sell for each of them. All cases where Distance is high are clustered at the bottom. The big exception is the baseline category, low Distance and high Ratiomax. Figure 4 offers a more
insightful representation with respect to the sample averages we reported in Figure 3. The hazard of selling is 2.65 higher for low distance and low Ratiomax stock-days than at the baseline. In general, when the stock is close in time but not close in price (i.e. low distance but not high Ratiomax) the hazard of selling is always estimated to be at least double than that at the baseline. The complete picture seems to suggest that reality is more complicated than how the lab describes it. Distance in price from the maximum plays a role but the effect is not nice and linear as the one observed by Strack and Viefers (2019). When the distance in price is considered in isolation, it looks like the propensity to sell peaks at a point which is close but not the closest possible to the maximum. We can safely claim that traders are more willing to sell at a low distance in time from the maximum. They probably wait for a new maximum when a lot of time has passed since the last one. Hence, it is always a salient figure in their mind. However, when the distance in time is short, they are more willing to sell stocks which are further from the past maximum. We believe that panic might play a big role. It looks like investors are not extremely good at catching the best time to realise a stock and decide to realise it only when the price path shows a defined descending trend. Predictions of regret theory in dynamic context by Strack and Viefers (2019) are only partially confirmed then.

## 4 Conclusion

In our work we tested if investors stop at an optimal ex ante threshold and are prone to regret in their decision to sell stocks. We were motivated by the theoretical and experimental evidence of Strack and Viefers (2019). A threshold strategy implies that an investor never sells a stock at a price where she previously decided not to sell. We rejected that hypothesis for our sample of investors. We further investigated investors differences in the propensity to adopt a threshold strategy. First, we saw that investors are more willing to adopt a threshold strategy in the gain with respect to the loss domain. That is a consequence of the disposition effect, the higher propensity to realise gains with respect to losses (Shefrin and Statman, 1985, Odean, 1998; Barber and Odean, 2013). Second, we found that the main differences in the rate of threshold consistency are due to age, client segment and account type. Sophisticated investors and active traders are more consistent with a threshold strategy. Affluent and older investors are less consistent than general investors with a threshold strategy. Males are more willing to accept losses at a minimum. Affluent and older investors are more likely to depart from a rational threshold strategy, this is linked to the idea that decision making of older individuals is poorer (Korniotis and Kumar, 2011; Bruine De Bruin, 2017).

We investigated the impact of the running maximum price in an investment episode on
the propensity of investors to realise gains. We fitted a proportional hazard model to the propensity to sell for a gain. Predictions of regret theory in a dynamic context (Strack and Viefers, 2019) are that the propensity to sell increases with the level of the price and decreases with the distance of the price from the past maximum. The first prediction was confirmed, since the propensity to sell a gain strongly increases as the return increases (consistent with Ben-David and Hirshleifer, 2012). The effect of the distance in price from the past maximum is not the one predicted by Strack and Viefers (2019). We did find that the propensity to sell is actually lower when the stock is trading very close to the maximum price, while it is highest when the price is close to the past maximum but not in the closest region.

We also investigated the impact that the distance in time from the past maximum has on the propensity to sell a stock. We found a very strong effect, with the propensity to sell a stock falling as the distance in time from the past maximum increases. We suggest this might be a form of regret not considered by Strack and Viefers (2019). Investors might experience more regret the further they are in time from the day when the maximum realised. This regret might reduce their propensity to sell. On top of that, we investigated the joint effect of distance in time and distance in price from the past maximum, finding that investors are more willing to realise stocks which are closer in time but further in price from the past maximum. When the time distance from the past maximum is short, the predictions of regret reverse. Investors are more willing to realise stocks, the further is the price from the maximum. Two forces are at work: investors are willing to wait for a new maximum to occur if a long time has passed since the last one and they panic when the stock price drops a short time after the maximum realised. Anticipated regret (Fioretti et al., 2018) is a possible explanation. Investors might be focused on the possibility that the stock price might decrease even more and they rush to sell to minimise regret which has not materialised yet.
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## Appendix

## Negative Binomial Regression

The Poisson distribution may be generalized by including a gamma noise variable which has a mean of 1 and a scale parameter of $\nu$. The Poisson-gamma mixture (negative binomial) distribution that results is

$$
\begin{equation*}
P\left(Y=y_{i} \mid \mu_{i}, \alpha\right)=\frac{\Gamma\left(y_{i}+\alpha^{-1}\right)}{\Gamma\left(y_{i}+1\right) \Gamma\left(\alpha^{-1}\right)}\left(\frac{\alpha^{-1}}{\alpha^{-1}+\mu_{i}}\right)^{\alpha^{-1}}\left(\frac{\alpha^{-1}}{\alpha^{-1}+\mu_{i}}\right)^{y_{i}} \tag{2}
\end{equation*}
$$

where $\mu_{i}=t_{i} * \mu$ and $\alpha=\nu^{-1}$. The parameter $\mu$ is the mean incidence rate of $y$ per unit of exposure. Exposure may be time, space, distance, area, volume, or population size. Because exposure is often a period of time, we use the symbol $t_{i}$ to represent the exposure for a particular observation. When no exposure is given, it is assumed to be one. The parameter $\mu$ may be interpreted as the risk of a new occurrence of the event during a specified exposure period, $t$.

In our case the exposure time $t_{i}$ is the number of episodes in a bank account and $\mu_{i}$ is the number of threshold episodes in the same bank account. In negative binomial regression, the mean of $y$ is determined by the exposure time $t$ and a set of $k$ regressor variables (the $x$ 's). The expression relating these quantities is

$$
\begin{equation*}
\mu_{i}=\exp \left(\log \left(t_{i}\right)+\beta_{1} x_{1 i}+\ldots+\beta_{k} x_{k i}\right) \tag{3}
\end{equation*}
$$

often $x_{1}=\mathbf{1}$, in which case $\beta_{1}$ is called the intercept. We estimate the vector of $\beta$ coefficients through maximum likelihood.

## Pseudo R squared for Cox models

Here, we spell out some details of the pseudo R squared proposed by Xu and O'Quigley (1999), which we report for our proportional hazard models. They start from a coefficient of explained randomness derived by Kent and O'Quigley (1988). The coefficient aims at explaining the variability on the outcome looking at the distribution of time to events, given covariates. That coefficient has the following properties:

- When a covariate is unrelated to survival, and the corresponding regression coefficient is equal to zero, it is equal to zero;
- When the effect of at least a coefficient is different from 0 , it is between 0 and 1 ;
- It is invariant under linear transformations of the covariates and under monotone increasing transformations of time.

The coefficient we use (Xu and O'Quigley, 1999), uses the same basic ideas but looking at the distribution of the covariates at each time. The construction can be carried out using routine quantities calculated during a standard proportional hazards analysis. Inference is also greatly simplified. Most importantly, the presence of time-dependent covariates presents no difficulties for Xu and O'Quigley (1999) coefficient estimation, while the one by Kent and O'Quigley (1988) is not defined in that case. In O'Quigley et al. (2005) there are further discussions on the robustness of the pseudo R-squared we use.

## Supplementary Analysis

Here, we include some extra analysis to complement the analysis in the main text. In Table 5we present the same model we presented in Table 3, taking into account knowledge and experience of investors. As you can see, those figures are available for a relatively small subset of individuals. The sole novelty is represented by the effect of knowledge. Investors with extensive knowledge of investments have a rate of threshold consistency which is $12.7 \%$ lower than others, in the gain domain. That might be an effect of overconfidence.

As we mentioned in the text, we report the joint distribution of Ratiomax and Distance (Table 6) and the regression table which corresponds to Figure 4 (Table 7). Moreover, we reproduce Figure 4 estimating confidence intervals using the method of Quasi-variance developed by Firth (2003), Firth and De Menezes (2004). In this way, we overcome the problem of having a reference category for which confidence intervals cannot be estimated and we enhance the possibility of reproducing our work. Figures 6 and 7 show the odds ratios derived from a PH model where we split the data into bins based on the combination of RatioMax and Return (Figure 6) and the combination of Distance and Return (Figure 7 , You can see that the propensity to realise a stock is highest for high return levels but not in the region closest to the past maximum. Distance plays an important role, since investors' propensity to sell at a low distance in time from the past maximum is always higher than the propensity to sell at a high distance, for any level of the return. In Table 8 we reproduce the analysis of column 2 in Table 4, using absolute distance in trading days from the maximum instead of the standardized distance. We see that the proportional hazard assumption is not valid for the regression in Table 8. That means that the effect we report is not constant in time. Hence, the hazard ratio we report is only an average effect. That is to be expected since we believe that being 1 or 2 days far from the maximum is not the same when an investor is considering a 7 days or a 50 day investment, intuitively. This backs up the idea that a
rescaled distance, like the one we defined in Definition 1 is appropriate. We again see that, on average, the propensity to sell is highest for small distance in time from the maximum day. The absolute distance in time from maximum realisation is a more intuitive measure than the rescaled distance we defined in Definition 1 but it has a much lower explanatory power for our variable of interest. Given this premise, we observe that the propensity to sell a stock is very high on the maximum day and on the two days after. More than one week ( 5 trading days) after the maximum realised, the propensity to sell a stock is almost $60 \%$ lower than on the maximum day. In a range between 3 to 5 trading days from maximum, the propensity to sell is $25.8 \%$ lower than on the maximum day, while there are no significant differences in the propensity to sell on the maximum day and on the two days after that. Although the difference is not significant, it is interesting to see that the propensity to sell is highest on the day after the maximum, when it is $9.3 \%$ higher than on the maximum day. Hence, the propensity to sell peaks the day after the investor missed the chance to sell at a maximum. This leads to two possible interpretations. The first one is that investors wait until the maximum unfolds and start selling in a time span which is close to it. This is an equivalent mechanism to the one proposed by Strack and Viefers (2019) for price. Regret is lower when the time distance is lower. Another option is attention. When the stock peaks the investor starts paying attention to it and sells it shortly after. However, given that the PH assumption does not hold and the effects are small and not significant, we do not want to push the interpretation too far. Finally, Figure 8 reports Figure 4 from Strack and Viefers (2019).
Table 5: Negative binomial regression for threshold strategy consistency (extended). Odds ratios with $95 \%$ c.i. of a Negative Binomial regression where each observation corresponds to a bank account. The dependent variable is the number of times the investor stopped at a threshold in the gain, loss or overall. There is an offset equal to the number of episodes in the bank account (in the gain, loss, overall).

|  | Gain |  | Loss |  | All |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Account Type (ref. Cash) |  |  |  |  |  |  |
| Account Type IRA | $\begin{gathered} 1.032 \\ (0.904,1.178) \end{gathered}$ | $\begin{gathered} 1.029 \\ (0.905,1.172) \end{gathered}$ | $\begin{gathered} 1.081 \\ (0.910,1.286) \end{gathered}$ | $\begin{gathered} 1.081 \\ (0.914,1.281) \end{gathered}$ | $\begin{gathered} 1.076 \\ (0.949,1.220) \end{gathered}$ | $\begin{gathered} 1.068 \\ (0.946,1.207) \end{gathered}$ |
| Account Type Keogh | (0.81.182 | (0.212 | (0.261 | (0.219 | ${ }_{(0.255}^{1.25)}$ | 1.266* |
|  | (0.841, 1.654) | (0.872, 1.679) | (0.850,1.849) | (0.822,1.783) | (0.946, 1.663) | (0.961, 1.664) |
| Account Type Margin | $1.219^{* * *}$ | 1.244*** | 1.140 | $1.182^{*}$ | $1.272^{* * *}$ | $1.292^{* * *}$ |
|  | (1.067, 1.394) | (1.092, 1.418) | (0.956,1.362) | (0.996, 1.405) | (1.123,1.442) | (1.146, 1.459 ) |
| Account Type Schwab | $\begin{array}{r} 1.162^{* *} \\ (1.038,1.304) \end{array}$ | $\begin{array}{r} 1.154^{* *} \\ (1.032,1.292) \end{array}$ | $\begin{gathered} 1.143^{*} \\ (0.987,1.328) \end{gathered}$ | $\begin{array}{r} 1.160^{* *} \\ (1.005,1.343) \end{array}$ | $\begin{gathered} 1.221^{* * *} \\ (1.097,1.360) \end{gathered}$ | $\begin{gathered} 1.216^{* * *} \\ (1.097,1.351) \end{gathered}$ |
| Client Segment (ref. General) (0.987,1.328) (1.005,1.343) |  |  |  |  |  |  |
| Client Segment Affluent | 1.004 | 0.984 | 0.964 | 0.970 | 0.944 | 0.929 |
|  | (0.906, 1.111) | (0.889, 1.087) | (0.834, 1.111) | (0.841, 1.115 ) | (0.850, 1.047) | (0.838,1.028) |
| Client Segment Active | $1.081^{* *}$ | 1.082** | $1.080^{*}$ | 1.097** | $1.115^{* * *}$ | $1.110^{* * *}$ |
|  | (1.008,1.158) | (1.012, 1.158) | (0.987, 1.182) | (1.005,1.197) | $(1.049,1.186)$ | (1.045, 1.178 ) |
| Age (decades) | ${ }_{(0.883,907 * * *}^{\text {( }}$ | 0.909*** | (0.931*** | $0.943^{* * *}$ | $0.910^{* * *}$ |  |
|  | ${ }_{(0.883,0.931)}^{0.994}$ | $(0.886,0.932)$ 0.992 | (0.900,0.962) | (0.914,0.973) | $(0.889,0.931)$ | $(0.897,0.938)$ |
| Income | $\begin{gathered} 0.994 \\ (0.977,1.011) \end{gathered}$ | $\begin{gathered} 0.992 \\ (0.976,1.008) \end{gathered}$ | $\begin{array}{r} 0.976^{* 4} \\ (0.955,0.998) \end{array}$ | $\begin{array}{r} 0.975^{* *} \\ (0.955,0.996) \end{array}$ | $\begin{gathered} 0.989 \\ (0.975,1.004) \end{gathered}$ | $\begin{array}{r} 0.987^{*} \\ (0.973,1.002) \end{array}$ |
| Male | (0.975 | (0.968 | (1.083 | 1.129 | (0.975 | (0.989 |
|  | (0.858,1.109) | (0.854,1.099) | (0.912,1.292) | (0.954,1.344) | (0.866,1.098) | (0.882,1.111) |
| Occupation (ref. Other or unknown) |  |  |  |  |  |  |
| Non Professional Occupation | 1.044 | 1.051 | 0.995 | 1.042 | 1.010 | 1.035 |
|  | (0.909,1.196) | (0.919,1.198) | (0.822, 1.196) | (0.870,1.241) | (0.887,1.147) | (0.915,1.169) |
| Professional Occupation | 1.010 | 1.002 | 0.916* | 0.927* | 0.975 | 0.973 |
|  | (0.945,1.079) | (0.939,1.070) | (0.839,0.999) | (0.852,1.010) | (0.919,1.034) | (0.918,1.031) |
| Experience (ref. Good) |  |  |  |  |  |  |
| Experience Extensive | $\begin{gathered} 0.926^{*} \\ (0.853,1.005) \end{gathered}$ |  | $\begin{gathered} 1.041 \\ (0.940,1.151) \end{gathered}$ |  | $\begin{gathered} 0.979 \\ (0.913,1.049) \end{gathered}$ |  |
| Experience Low | 1.008 |  | 1.044 |  | 1.033 |  |
|  | (0.935,1.086) |  | (0.944, 1.154) |  | (0.964,1.107) |  |
| Experience None | 1.066 |  | 0.835 |  | 0.973 |  |
|  | (0.881,1.285) |  | (0.628,1.095) |  | (0.815,1.157) |  |
| Knowledge (ref. Good) |  |  |  |  |  |  |
| Knowledge Extensive |  | $\begin{gathered} 0.873^{* * *} \\ (0.798,0.955) \end{gathered}$ |  | $\begin{gathered} 1.055 \\ (0.947,1.175) \end{gathered}$ |  | $\begin{gathered} 0.964 \\ (0.895,1.039) \end{gathered}$ |
| Knowledge Low |  | 1.006 |  | 1.012 |  | 1.028 |
|  |  | (0.934,1.084) |  | (0.916,1.118) |  | (0.961,1.100) |
| Knowledge None |  | $\begin{gathered} 1.039 \\ (0.932,1.158) \end{gathered}$ |  | $\begin{gathered} 1.114 \\ (0.967,1.281) \end{gathered}$ |  | $\begin{gathered} 1.079 \\ (0.980,1.188) \end{gathered}$ |
| McFadden Adj. $R^{2}$ | 0.77 | 0.76 | 0.76 | 0.75 | 0.76 | 0.77 |
| Observations | 4,713 | 4,911 | 3,531 | 3,663 | 2,701 | 2,809 | (

$$
\begin{aligned}
& \ddot{0} \\
& \text { ¿ें }
\end{aligned}
$$

Table 6: Percentage of observations falling in any combination of RatioMax and Distance. Percentage of stock-bank account-days falling in each category. Ratio to Max Price is the ratio of daily closing price to maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of selling price to maximum price in the episode. Low 0.349; 0.918]; Medium-Low (0.918; 0.957]; Medium-High (0.957; 0.981]; High (0.981; 1]. Distance from Max Day is the rescaled time distance as defined in Definition 1. Low [0; 0.07]; Medium [0.07; 0.34); High [0.34; 1].

[^3]Table 7: Odds Ratio Proportional Hazard model: RatioMax and Distance. Proportional Hazard model of the hazard of selling a stock. The event is the sale. Each day when the stock is not sold is a non-event. Each observation is at stock-bank account-day level. Odds Ratios with c.i. Baseline hazard rate stratified at investor level. Clustered robust s.e. at bank account level. Ratio to Max Price is the ratio of daily closing price to maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of selling price to maximum price in the episode. Low [0.349; 0.918]; Medium-Low (0.918; 0.957]; Medium-High (0.957; 0.981]; High (0.981; 1]. Distance in Time from Max Day is the rescaled distance as defined in Definition 1. Low [0; 0.07]; Medium [0.07; 0.34); High [0.34; $1]$.

| Dist. in time from Max and Ratio to Max (ref. Low and High) |  |
| :--- | :---: |
| Low dist. and Low Ratio to Max | $2.649^{* * *}$ |
| Medium dist. and Low Ratio to Max | $(1.803,3.891)$ |
|  | $1.755^{* * *}$ |
| High dist. and Low Ratio to Max | $(1.421,2.166)$ |
|  | 0.882 |
| Low dist. and Medium-Low Ratio to Max | $(0.731,1.064)$ |
| Medium dist. and Medium-Low Ratio to Max | $2.430^{* * *}$ |
|  | $(1.968,3.002)$ |
| High dist. and Medium-Low Ratio to Max | $1.266^{* *}$ |
|  | $(1.051,1.524)$ |
| Low dist. and Medium-High Ratio to Max | $0.604^{* * *}$ |
|  | $(0.501,0.728)$ |
| Medium dist. and Medium-High Ratio to Max | $2.061^{* * *}$ |
|  | $(1.779,2.387)$ |
| High dist. and Medium-High Ratio to Max | $1.230^{* *}$ |
| Medium dist. and High Ratio to Max | $(1.021,1.482)$ |
|  | $0.620^{* * *}$ |
| High dist. and High Ratio to Max | $(0.519,0.742)$ |
|  | 0.996 |
| Mu-O'Quigley $R^{2}$ | $(0.809,1.226)$ |
| Concordance | $0.360^{* * *}$ |
| PH Assumption Valid (0.05) | $(0.286,0.453)$ |
| Time Controls | 0.095 |
| Number of Trading Episodes | 0.65 |
| Number of Bank Accounts | YES |
| Observations | YES |
| Note: | 13,000 |



Figure 5: Odds Ratio Proportional Hazard model: RatioMax and Distance. Firth and De Menezes (2004) method. Odds Ratio from a Proportional Hazard model of the hazard of selling a stock. Each Odds Ratio corresponds to the effect of being in a given category. The event is the sale. Each day when the stock is not sold is a non-event. Each observation is at stock-bank account-day level. Clustered robust s.e. at bank account level. Blue odds ratios are significantly different from $1(p<0.05)$ when relying upon exact standard errors, red are not. Confidence intervals were obtained with the Quasi-Variance method of Firth (2003), Firth and De Menezes (2004). Ratio to Max Price is the ratio of daily closing price to maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of selling price to maximum price in the episode. Low [0.349; 0.918]; Medium-Low (0.918; 0.957]; Medium-High (0.957; 0.981]; High (0.981; 1]. Distance in Time from Max Day is the rescaled distance as defined in Definition 1. Low [0; $0.07]$; Medium [0.07; 0.34); High [0.34; 1]. The baseline category is "Low Distance and High RatioMax".

Table 8: Proportional Hazard model of the hazard of selling a stock. Absolute time distance. Proportional Hazard model of the hazard of selling a stock. The event is the sale. Each day when the stock is not sold is a non-event. Each observation is at stock-bank account-day level. Odds Ratios with c.i. Baseline hazard rate stratified at investor level. Clustered robust s.e. at bank account level. Distance in Time from Max Day is measured in trading days.

| Dist. from Maximum Day (ref. Max Day) |  |
| :--- | :---: |
| 1 Day | 1.093 |
|  | $(0.943,1.266)$ |
| 2 Days | 0.929 |
|  | $(0.783,1.101)$ |
| 3 to 5 Days | $0.742^{* * *}$ |
|  | $(0.640,0.860)$ |
| More than 5 Days | $0.413^{* * *}$ |
|  | $(0.363,0.470)$ |
| Xu-O'Quigley $R^{2}$ | 0.061 |
| Concordance | 0.61 |
| PH Assumption Valid (0.01) | NO |
| Time Controls | YES |
| Number of Trading Episodes | 13,000 |
| Number of Bank Accounts | 8,704 |
| Observations | 621,849 |
| Note: |  |



Figure 6: Odds Ratio Proportional Hazard model: RatioMax and Return. Odds Ratio from a Proportional Hazard model of the hazard of selling a stock. Each Odds Ratio corresponds to the effect of being in a given category. The event is the sale. Each day when the stock is not sold is a non-event. Each observation is at stock-bank account-day level. Clustered robust s.e. at bank account level. Blue odds ratios are significantly different from $1(p<0.05)$, red are not. Return is the ratio of daily closing price to the purchase price in the investment episode. On the selling date it is equal to the ratio of selling price to the purchase price in the episode. Low [1; 1.06]; Medium (1.06; 1.17]; High (1.17, 5.53]. Ratio to Max Price is the ratio of daily closing price to maximum price up to that time in the investment episode. On the selling date it is equal to the ratio of selling price to maximum price in the episode. Low [0.349; 0.918]; Medium-Low (0.918; 0.957]; Medium-High (0.957; 0.981]; High ( $0.981 ; 1]$. The baseline category is "High Return and High RatioMax".


Figure 7: Odds Ratio Proportional Hazard model: RatioMax and Distance. Odds Ratio from a Proportional Hazard model of the hazard of selling a stock. Each Odds Ratio corresponds to the effect of being in a given category. The event is the sale. Each day when the stock is not sold is a non-event. Each observation is at stock-bank account-day level. Clustered robust s.e. at bank account level. Blue odds ratios are significantly different from $1(p<0.05)$, red are not. Return is the ratio of daily closing price to the purchase price in the investment episode. On the selling date it is equal to the ratio of selling price to the purchase price in the episode. Low [1; 1.06]; Medium (1.06; 1.17]; High (1.17, 5.53]. Distance in Time from Max Day is the rescaled distance as defined in Definition 1. Low [0; 0.07]; Medium $[0.07 ; 0.34)$; High $[0.34 ; 1]$. The baseline category is "High Return and Low Distance".


Figure 8: Experimental Results from Strack and Viefers (2019). Empirical stopping frequency per any level of the price and distance from past maximum (Figure 4 in Strack and Viefers, 2019).
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[^1]:    ${ }^{1}$ We get the average daily ratio of minimum to maximum price per each investment episode and we exclude those trades where the ratio is lower or equal than 0.93

[^2]:    ${ }^{2} 1$ corresponds to less than $\$ 15,000$ per year; 2 to $\$ 15,000$ to $\$ 19,999 ; 3$ to $\$ 20,000$ to $\$ 29,999 ; 4$ to $\$ 30,000$ to $\$ 39,999 ; 5$ to $\$ 40,000$ to $\$ 49,999 ; 6$ to $\$ 50,000$ to $\$ 74,999 ; 7$ to $\$ 75,000$ to $\$ 99,999 ; 8$ to $\$ 100,000$ to $\$ 124,999 ; 9$ to $\$ 125,000$ or more
    ${ }^{3}$ Other or unknown occupation
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