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4. What Is Modularity? 



Outline 
 
Why we need a notion of modularity (§0) 

There is a problem—current accounts of 
modularity are inadequate (§1).    

I have a solution (§2).   

This solution implies a constraint on how 

modules might explain cognitive 
development (§3). 

Illustration: speech perception (§4). 
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(Hood et al, 2003) 



Looking time reveals causal understanding 
and 2.5- and 3-year olds 

-- Hood et al (2003: 65) (Hood et al, 2003) 
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i  z  a  b  e l  s  l  e  p  t  a  n  d  l  i  l  i  k  r  a  i  d 

The objects of speech perception are 
‘the intended  phonic gestures of the 
speaker’ (Liberman and Mattingly 1985)  
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source Eimas, Siqueland, et al. (1971: 304, figure 2)  
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Tests of phonological awareness: 

 - sorting according to initial phoneme 

 - tapping once per phoneme 

 - phoneme segmentation 

 - phoneme blending 

 - phoneme elision 

 - word completion 

 
Success on these tasks is statistically explained 
by a single factor 
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There is a problem 



Modules 
 

1.  they are ‘the psychological systems whose 

operations present the world to thought’; 

2.  they ‘constitute a natural kind’; and 

3.  there is ‘a cluster of properties that they have in 
common … [they are] domain-specific 

computational systems characterized by 
informational encapsulation, high-speed, restricted 

access, neural specificity, and the rest’ 

  (Fodor 1983: 101) 
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modular cognition  
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`it seems doubtful that the often long lists of correlated 
attributes should come as a package ... the process 
architecture of social cognition is still very much in need 

of a detailed theory’ 
(Adolphs 2012: 759) 



Computation is the essence 
of modularity 
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The Computational Theory of the Mind 

 

’Thinking is computation’ (Fodor 1998: 9). 

 

‘sooner or later, we will all have to give up on the Turing story 
as a general account of how the mind works’  

(Fodor 2000: 47) 
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modular may well have to be different, root and branch’  

(Fodor 2000: 99) 
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Perceiving & thinking about speech 
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perception of phonemes 

3-4 years: phoneme 
judgements 

/r/ /p/ 

‘we believe that children’s performance depends on 
cognitive capacities that are continuous over 
human development’  

(Spelke 2001: 336) 



Sources Spelke 1991, Gergely, Csibra & Biro 1995, Csibra 2003 p. 125 fig. 6, Mark Steyvers’ web page for PSYCH 140C 

habituation consistent inconsistent 



Sources Spelke 1991, Gergely, Csibra & Biro 1995, Csibra 2003 p. 125 fig. 6, Mark Steyvers’ web page for PSYCH 140C 

habituation consistent inconsistent 



Conclusion 



Conclusions 

1.  If modules exist, there is more to modularity 

than a cluster of features. 

2.  Modular cognition differs from thinking in being 

a different kind of process; specifically, in being a 
special kind of computational process. 

3.  The ‘concepts’ and ‘knowledge’ involved in 

modular cognition differ in kind from those 
involved in general reasoning.   

4.  The relation between modular cognition and 
general reasoning is indirect.  

5.  Categorical perception of speech provides a 
model of non-representational communication 

between modules and thought 



Nativism about knowledge   
Not all knowledge is acquired by learning 

 

Poverty of Stimulus Argument 
(1)  Experience alone wouldn’t enable us to know truths 

about X. 

(2)  But we do know truths about X. 

Therefore: 

(3)  Some knowledge about X must be innate. 

 

The Problem of Truth 

Knowledge involves true beliefs and it’s hard to see how 
beliefs could be true unless acquired through learning. 







Dailey and Cotrell (1999), figure 2 



’Specialized cognitive mechanisms can allow 
attention to go to specific properties or sets of 
properties.  … this general idea can be 

extended to non-sensory concepts, and even 
to highly abstract concepts. For example, the 

‘Michotte module’ allows young infants to 
attend to causes and effects, grounding the 
concept ‘cause’ without infants knowing 

anything about what causes really are (Leslie 
& Keeble, 1987). But once the child can 
selectively attend to the property in question, 

the child can have thoughts about that 
property, make observations about that 

property and, most importantly, can begin to 
learn things about that property’  

(Gelman and Leslie 2001: 61) 



Core systems are ‘structures … just as 
specific as those that underlie animal 
cognition, human perception, and human 

action.  Just as humans are endowed with 
multiple, specialized perceptual systems, so 

we are endowed with multiple systems for 
representing and reasoning about entities 
of different kinds.’  

(Carey and Spelke 1996: 517) 
 
’core systems are conceptual and provide a 

foundation for the growth of knowledge.  
… core systems are largely innate, 

encapsulated, and unchanging, arising from 
phylogenetically old systems built upon the 
output of innate perceptual analyzers.’  

(Carey and Spelke 1996: 520)   



*  domain specificity  
 modules deal with ‘eccentric’ bodies of facts 

*  limited accessibility  
 representations in modules are not usually 
inferentially integrated with general knowledge 

*  information encapsulation  
 modules are unaffected by general knowledge or 

representations in other modules, i.e. ‘top down’ 
processing is limited 

*  innateness  
 the representations and operations of a module  are 
genetically specified 





10 months: perception 
of launchings 

2-4 years: causal 
concepts 

agency, analogical 
reasoning, … 
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continuity of motion => same object 

distinct surfaces => different objects 

Causal Perception Is Object Perception 



’observers can identify target letters that matched 
the preview letter from the same object faster than 
they can identify target letters that matched the 

preview letter from the other object.’  
(Krushke and Fragassi 1996 : 2) 

Object-specific preview-effect (Kahneman et al 1992) 



No object-specific preview 
effect at point of contact 

Object-specific preview effect 
for the other object shortly 
after contact 

(from Krushke and Fragassi 1996) 
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(Spelke 2003: 307) 



Two notions of assembling … 
 
(a) science-like …  

 ’conceptual change in childhood is the same sort of 
process as is conceptual change in the history of science’  

(Carey and Spelke 1994: 193) 
 
(b) language-based …  

 ’Once they have learnt these terms [’left’ and ‘blue’], 
the combinatorial machinery of natural language allows 
children to formulate and understand expressions such 

as left of the blue wall with no further learning’  

(Spelke 2003: 296) 
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4 months:  categorical 
perception of phonemes 

3-4 years: phoneme 
judgements 

Habituation tasks:  humans can represent phonetic 
structure from around age four months 

Phonological awareness tasks: humans cannot 
represent phonetic structure until age 3-4 years 

 
‘it does not follow from the fact that a child can easily 
distinguish bud from bat that he can therefore 

respond analytically to the phonemic structure that 
underlies the distinction’  

(I. Liberman, Shankweiler, et al. 1974: 203). 
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1. There are subjects who can pass A-tasks but cannot pass B-tasks. 
 
2. These subjects’ success on A-tasks is explained by the fact that 

they can represent (false) beliefs 
 

3. These subjects’  failure on B-tasks is explained by the fact that 
they cannot represent (false) beliefs 
 

in a modular process 

in a non-modular process 


